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STATISTICAL DISTRIBUTION OF ROOTS
MODULO PRIMES OF AN IRREDUCIBLE AND
DECOMPOSABLE POLYNOMIAL OF DEGREE 4

YOSHIYUKI KITAOKA

Dedicated to Professor Harald Niederreiter on the occasion of his 70th birthday

ABSTRACT. For an irreducible polynomial $f(x) = (x^2 + ax)^2 + b(x^2 + ax) + c$
of degree 4 and a natural number $L$, we propose a conjecture of distribution of roots $r_1, r_2, r_3, r_4$ of $f$ modulo a prime $p$ satisfying $r_i \equiv 0 \mod L$ and $0 \leq r_i \leq pL - 1$.

Communicated by Shigeki Akiyama

1. Introduction

Let

$$f(x) = x^n + a_{n-1}x^{n-1} + \cdots + a_1x + a_0 \in \mathbb{Z}[x]$$

be an irreducible monic polynomial with integer coefficients, and let $L$ be a natural number. Put

$$Spl(f) = \{p \mid f(x) \mod p \text{ is completely decomposable}\},$$

where a letter $p$ denotes prime numbers larger than $L$. This is an infinite set, and the natural density is given by Chebotarev’s density theorem. For a prime $p \in Spl(f)$, we can take $n$ integers $r_1, \ldots, r_n \in \mathbb{Z}$ such that

$$\begin{cases}
    f(r_i) \equiv 0 \mod p, \\
r_i \equiv 0 \mod L, \\
    0 \leq r_i \leq pL - 1,
\end{cases} \quad (i = 1, \ldots, n) \tag{1}$$
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by Chinese Remainder Theorem. Then we have $a_{n-1} + \sum r_i \equiv 0 \mod p$, hence there exists an integer $C_p(f)$ such that

$$a_{n-1} + \sum_{i=1}^{n} r_i = C_p(f)p. \tag{2}$$

We note that $-a_{n-1}$ is the global trace of a root $\alpha$ of $f(x) = 0$ and $\sum r_i$ is the sum of local traces in $\mathbb{Q}(\alpha) \otimes \mathbb{Q}_p$ modulo $p$, hence $C_p(f)$ involves the difference of the global trace and the sum of local traces. The condition

$$1 \leq C_p(f) < nL \tag{3}$$

holds with finitely many exceptional primes $p$, and we studied the distribution of $C_p(f)$ for an irreducible and indecomposable polynomial $f$ in the previous paper [5]. Putting

$$Pr_X(f, L)[k] = \frac{\# \{ p \in Spl_X(f) \mid C_p(f) = k \}}{\# Spl_X(f)},$$

where $Spl_X(f) = \{ p \in Spl(f) \mid p \leq X \}$, we are concerned with the limit

$$Pr(f, L)[k] := \lim_{X \to \infty} Pr_X(f, L)[k].$$

Numerical data suggest that the limit exists, and we gave several observations ([1] in the case related to the decimal expansion of a rational number, [2], [3], [4] in the case of $L = 1$, and [5] in the case of $L > 1$ and an irreducible and indecomposable polynomial). By a remark on $C_p(f)$ above, $Pr(f, L)[k] = 0$ if $k \leq 0$ or $k \geq nL$.

In the subsection 2.2.1 of [5], we gave conjectures for an irreducible and decomposable polynomial of degree 4, but they were observations based on insufficient data. In fact, one of them is false. Here we correct it and give a definite result in the easiest case and conjectures based on more data in the next section. In the third section, we give a proof of the easiest case and theoretical partial evidences of conjectures.

2. Conjectures

First, let us recall some necessary results in [5]. Let

$$f(x) = x^n + a_{n-1}x^{n-1} + \cdots + a_1x + a_0$$

be an irreducible polynomial with integer coefficients. Hereafter, $\mathbb{Q}(f)$ denotes

\footnote{A polynomial $f$ is called indecomposable unless $f(x) = g(h(x))$ holds for polynomials $g, h$ with $1 < \deg g < \deg f$. In [5], it was called non-reduced.}

\[2\]
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the Galois extension of the rational number field \( \mathbb{Q} \) generated by all roots of \( f(x) = 0 \) and \( \zeta_T \) is a primitive \( T \)th root of unity.

The following is Proposition 1 in [5]:

**Proposition 1.** Let \( f \) be a polynomial above, and let \( L, j \) be natural numbers, and put \( N = (a_{n-1}, L) \) and \( T = L/N \). We denote Euler’s function by \( \varphi \). If \( T = 1 \), i.e., \( a_{n-1} \equiv 0 \mod L \), then we have

\[
\lim_{X \to \infty} \sum_{k \equiv j \mod L} Pr_X(f, L)[k] = \begin{cases} 1 & \text{if } j \equiv 0 \mod L, \\ 0 & \text{otherwise}. \end{cases}
\]

If \( T > 1 \), then we have

\[
\lim_{X \to \infty} \sum_{k \equiv j \mod L} Pr_X(f, L)[k] = \frac{[\mathbb{Q}(f) \cap \mathbb{Q}(\zeta_T) : \mathbb{Q}]}{\varphi(T)} \text{ or } 0,
\]

where the limit is not zero if and only if (i) \((j, L) = N\) and (ii) mappings \( \zeta_T \to \zeta_T^{a_{n-1}/N} \) and \( \zeta_T \to \zeta_T^{j/N} \) induce the same automorphism on the subfield \( \mathbb{Q}(f) \cap \mathbb{Q}(\zeta_T) \) of \( \mathbb{Q}(\zeta_T) \).

Although the existence of the limit of each factor \( Pr_X(f, L)[k] \) is a conjecture, the limit of the sum \( \sum_{k \equiv j \mod L} Pr_X(f, L)[k] \) exists. Hereafter as in the proposition, we put

\[
N := (a_{n-1}, L), \quad T := L/N,
\]

hence \((a_{n-1}/N, T) = 1\). The proposition says that the non-vanishing condition \( Pr(f, L)[k] \neq 0 \) implies \((k, L) = N\), hence we introduce the shrunk density

\[
SPr(f, L)[k] := Pr(f, L)[kN] \quad (1 \leq k < nT).
\]

Under the basic conjecture of the existence of the limit \( Pr(f, L) \), the condition \( SPr[k] \neq 0 \) implies that (i) \( 1 \leq k < nT \) and (ii) \((k, T) = 1\), and (iii) \( k \) and \( a_{n-1}/N \) induce the same automorphism on the field \( \mathbb{Q}(f) \cap \mathbb{Q}(\zeta_T) \), and furthermore

\[
\sum_{j \equiv k \mod T} SPr[j] = \frac{[\mathbb{Q}(f) \cap \mathbb{Q}(\zeta_T) : \mathbb{Q}]}{\varphi(T)} \quad (5)
\]

for any integer \( k \) satisfying the three conditions above.

From now on, we specialize a polynomial \( f \) to an irreducible and decomposable polynomial of degree 4, i.e.,

\[
f(x) = (x^2 + ax)^2 + b(x^2 + ax) + c \quad (a, b, c \in \mathbb{Z}),
\]

whence \( n = 4, a_{n-1} = 2a \) and \((2a/N, T) = 1\).
The case of $T = 1$, i.e., $L \mid 2a$ is as follows:

**Theorem 1.** If $a \equiv 0 \mod L$, then

$$SPr(f, L)[2] = 1, \quad SPr(f, L)[1] = SPr(f, L)[3] = 0.$$  

**Conjecture 1.** If $2a \equiv 0 \mod L, a \not\equiv 0 \mod L$, then

$$SPr(f, L)[2] = 1/2, \quad SPr(f, L)[1] = SPr(f, L)[3] = 1/4.$$  

The proof and the comment are given in the next section.

Next, suppose that $T > 1$ and put

$$f_2(x) = -2x^2 + 8Tx - 6T^2, \quad f_3(x) = f_2(x) + x^2.$$  

Fixing $T$, we introduce basic vectors $v_i[k]$ for $k = 1, \ldots, T - 1$:

$$v_1[k] := (0, 0, 0, 0),$$  

$$v_2[k] := (k^2, f_2(T + k), (2T - k)^2, 0),$$  

$$v_3[k] := (0, (T + k)^2, f_2(2T - k), (T - k)^2),$$  

$$v_4[k] := (k^2, f_3(T + k), f_3(2T - k), (T - k)^2).$$  

We expect that for $1 \leq k < T$, a vector

$$V[k] := (SPr[k], SPr[T + k], SPr[2T + k], SPr[3T + k])$$

is proportional to one of vectors $v_i[k]$. Since the sum of entries of the second, the third and the last is equal to $4T^2$, $4T^2$ and $8T^2$, respectively, the equation (5) suggests that $V[k]$ is equal to one of

$$v_1[k], \quad 2qTv_2[k], \quad 2qTv_3[k], \quad qt v_4[k],$$

where

$$q_T := \frac{[Q(f) \cap Q(\zeta_T) : Q]}{8T^2 \varphi(T)}.$$  

The data suggest that the proportional constant is independent of $k$, hence $v_4$ does not appear together with $v_2, v_3$ at the same time. We note that $v_2[k] + v_3[k] = v_4[k]$ and entries in $v_i[k]$ are positive if “0” is not put.

Let $F$ be an abelian extension of $\mathbb{Q}$ and let $C_F$ be the conductor of $F$, that is the least positive integer $C_F$ such that $\mathbb{Q}(\zeta_{C_F})$ contains $F$. If an integer $k$ is relatively prime to $C_F$, we denote by $[[k]]$ an automorphism of $F$ induced by $\zeta_{C_F} \rightarrow \zeta_{C_F}^k$.

Now we can state conjectures in case of $T > 1$. Note that the order of the Galois group $Gal(\mathbb{Q}(f)/\mathbb{Q})$ is 4, 8 and Proposition 1 implies that $V[k] \neq (0, 0, 0, 0)$ if and only if $(k, T) = 1$ and $[[k]] = [[2a/N]]$ on $\mathbb{Q}(f) \cap \mathbb{Q}(\zeta_T)$.

**Hereafter integers $k$ are supposed to satisfy**

$$1 \leq k \leq T - 1, \quad (k, T) = 1 \quad \text{and} \quad [[k]] = [[2a/N]] \text{ on } \mathbb{Q}(f) \cap \mathbb{Q}(\zeta_T). \quad (7)$$
If one of the above is not satisfied, we have \( V[k] = (0, 0, 0, 0) \) by Proposition 1.

(I) The case of \( T ≡ 1 \text{ mod } 2 \):
\[
V[k] = q_T v_4[k]
\]
does not occur, and
\[
V[k] = 2q_T \times \begin{cases} 
  v_2[k] & \text{if } k ≡ 2a/N \mod 2, \\
  v_3[k] & \text{if } k \not≡ 2a/N \mod 2.
\end{cases}
\]

(II) The case of \( T ≡ 0 \text{ mod } 2 \):
Let \( F \) be the maximal abelian subfield of \( \mathbb{Q}(f) \), which is quartic.

(II.a) The case of \( [F ∩ \mathbb{Q}(ζ_{2T}) : F ∩ \mathbb{Q}(ζ_T)] = 2 \):
\[
V[k] = q_T v_4[k]
\]
holds for every \( k \).

The (conjectural) density depends not on the field \( \mathbb{Q}(f) \) but on the maximal abelian subfield \( F \).

Our checking method by pari/gp\(^3\) is to watch that numerical data \( Pr_X(f, L) \) multiplied by \( 8T^2\varphi(T) \) approach the conjectural densities multiplied by the same \( 8T^2\varphi(T) \), which are integers. Let us give numerical data of ratios \( Pr_X(f, L)[k] \) to the conjectural density \( Pr[k] \) in case of \( a = 4, b = 13, c = 41, N = 8, 21 ≤ T ≤ 30, L = NT, X = 10^{10} \) : By \( \mathbb{Q}(f) = \mathbb{Q}(ζ_5) \), the maximal abelian subfield \( F \) is \( \mathbb{Q}(f) \) itself and \( F ∩ \mathbb{Q}(ζ_T) = \mathbb{Q}(ζ_{5T}) \). Hence, in the case of \( 5 \mid T \), the condition \([ [k] ] = [ [2a/N] ]\) is \( k ≡ 2a/N \mod 5 \). We define \( er \) by
\[
er = \max_{1 ≤ k ≤ 4L-1 \atop Pr[k] \neq 0} |Pr_X(f, L)[k]/Pr[k] - 1|.
\]

In the following table, \( T \) is on the upper row, \( 1/q_T \) is on the middle line and \( er \) is on the lower row, where the value \( er \) is rounded off to the third decimal place.

<table>
<thead>
<tr>
<th>( T )</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1/q_T )</td>
<td>42336</td>
<td>38720</td>
<td>93104</td>
<td>36864</td>
<td>25000</td>
</tr>
<tr>
<td>( er )</td>
<td>0.011</td>
<td>0.048</td>
<td>0.022</td>
<td>0.009</td>
<td>0.004</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T )</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1/q_T )</td>
<td>64896</td>
<td>104976</td>
<td>75264</td>
<td>188384</td>
<td>14400</td>
</tr>
<tr>
<td>( er )</td>
<td>0.027</td>
<td>0.034</td>
<td>0.017</td>
<td>0.026</td>
<td>0.003</td>
</tr>
</tbody>
</table>

\(^2\)In [5], the case of \( 2a/N ≡ 1 \text{ mod } 2 \) was missing.
\(^3\)The PARI Group, PARI/GP version 2.7.0 Bordeaux, 2014, \texttt{http://pari.math.u-bordeaux.fr/}
We note that in case of $T \equiv 0 \mod 2$,

$$[F \cap \mathbb{Q}(\zeta_{2T}) : F \cap \mathbb{Q}(\zeta_T)] = 2$$

$$\Leftrightarrow \left\{ \begin{array}{ll}
2 | C_F, F \cap \mathbb{Q}(\zeta_{2T}) \neq \mathbb{Q} & \text{if } [F \cap \mathbb{Q}(\zeta_T) : \mathbb{Q}] = 1, \\
C_F = 2(C_F, T) & \text{if } [F \cap \mathbb{Q}(\zeta_T) : \mathbb{Q}] = 2.
\end{array} \right.$$ 

**Proof.** Suppose first, $[F \cap \mathbb{Q}(\zeta_{2T}) : F \cap \mathbb{Q}(\zeta_T)] = 2$. If $F \cap \mathbb{Q}(\zeta_T) = \mathbb{Q}$, then two equations

$$[F(\zeta_{2T}) : \mathbb{Q}] = [F : F \cap \mathbb{Q}(\zeta_{2T})][\mathbb{Q}(\zeta_{2T}) : F \cap \mathbb{Q}(\zeta_{2T})] \cdot 2$$

$$= 2 \cdot \varphi(2T)/2 \cdot 2 = \varphi(4T)$$

and

$$[F(\zeta_{2T}) : \mathbb{Q}] = [F(\zeta_{2T}) : F(\zeta_T)][F : \mathbb{Q}][\mathbb{Q}(\zeta_T) : \mathbb{Q}]$$

$$= [F(\zeta_{2T}) : F(\zeta_T)] \cdot 4\varphi(T) = [F(\zeta_{2T}) : F(\zeta_T)]\varphi(4T)$$

imply

$$[F(\zeta_{2T}) : F(\zeta_T)] = 1, \quad \text{i.e., } F(\zeta_{2T}) = F(\zeta_T),$$

hence

$$\mathbb{Q}(\zeta_{C_F}, \zeta_{2T}) = \mathbb{Q}(\zeta_{C_F}, \zeta_T).$$

Thus $C_F$ should be even, since $T$ is even. If $F \cap \mathbb{Q}(\zeta_T) \neq \mathbb{Q}$, then $F \cap \mathbb{Q}(\zeta_T)$ is quadratic and $F \cap \mathbb{Q}(\zeta_{2T})$ is quartic, that is $F \cap \mathbb{Q}(\zeta_{2T}) = F$, hence

$$F \not\subset \mathbb{Q}(\zeta_T) \quad \text{and} \quad F \subset \mathbb{Q}(\zeta_{2T}),$$

which imply

$$C_F = 2(C_F, T).$$

Conversely, suppose that $2 | C_F, F \cap \mathbb{Q}(\zeta_{2T}) \neq \mathbb{Q}, [F \cap \mathbb{Q}(\zeta_T) : \mathbb{Q}] = 1$; we have only to show $F \not\subset \mathbb{Q}(\zeta_{2T})$. If $F \subset \mathbb{Q}(\zeta_{2T})$, then we have

$$[F(\zeta_T) : \mathbb{Q}] = [F : \mathbb{Q}][\mathbb{Q}(\zeta_T) : \mathbb{Q}] = 4\varphi(T),$$

hence

$$\varphi(2T) = [\mathbb{Q}(\zeta_{2T}) : \mathbb{Q}] = [F(\zeta_{2T}) : \mathbb{Q}] = [F(\zeta_{2T}) : F(\zeta_T)] \cdot 4\varphi(T),$$

which is a contradiction. Last, assume $C_F = 2(C_F, T), [F \cap \mathbb{Q}(\zeta_T) : \mathbb{Q}] = 2$; the odd part of $C_F$ divides $T$ and the 2-factor of $C_F$ is twice the 2-factor of $T$, i.e., $C_F \mid 2T$. Thus $F \subset \mathbb{Q}(\zeta_{C_F}) \subset \mathbb{Q}(\zeta_{2T})$, that is $F \cap \mathbb{Q}(\zeta_{2T}) = F$. $\square$
3. Proof of Theorem 1 and comments

We recall that an irreducible polynomial $f$ is given by (6) and note that the equation $x^2 + ax = (-x - a)^2 + a(-x - a)$ implies the equivalence of

$$f(r) \equiv 0 \mod p \quad \text{and} \quad f(-r - a) \equiv 0 \mod p.$$  

A basic lemma is

**Lemma 1.** Let an integer $r$ be a root of $f(x) \equiv 0 \mod p$ with (1); then we can take an integer $\delta$ so that for $R := p\delta - r - a$

$$f(R) \equiv 0 \mod p, \quad 0 \leq R < pL, \quad R \equiv 0 \mod L, \quad (8)$$

$$R \not\equiv r \mod p,$$

$$0 < \delta < 2L,$$

with finitely many exceptional primes $p$.

**Proof.** The existence of an integer $\delta$ satisfying (8) for a prime $p (> L)$ follows from Chinese Remainder Theorem. Suppose $R \equiv r \mod p$ for an odd prime $p$; then we have $2r \equiv -a \mod p$, therefore for an irreducible polynomial $F(x) := 2^4 f(x/2)$ with integer coefficients, we have $F(-a) \equiv F(2r) \equiv 2^4 f(r) \equiv 0 \mod p$. Thus, such a prime $p$ is a divisor of non-zero integer $F(-a)$, hence the possibility of $p$ is finite. Next, the condition $0 \leq R < pL$ implies $(\delta - L)p - a < r \leq p\delta - a$. By the assumption $0 \leq r < pL$, we have $(\delta - 2L)p - a \leq p\delta$, which implies $a/p \leq \delta < a/p + 2L$, i.e., $0 \leq \delta \leq 2L$ with finitely many exceptional primes $p$. Suppose $\delta = 0$ for infinitely many primes $p$; then $0 \leq R = -r - a$, i.e., $0 \leq r \leq -a$ follows for infinitely many primes. Thus there is an integer $M (= r)$ between 0 and $-a$ such that $f(M) \equiv 0 \mod p$ for infinitely many primes, which implies a contradiction $f(M) = 0$. Last, suppose $\delta = 2L$ for infinitely many primes $p$; then $R = 2Lp - r - a \leq pL$, i.e., $-a \leq r - pL < 0$ follows for infinitely many primes. Thus there is an integer $M (= r - pL)$ such that $f(M) \equiv f(r) \equiv 0 \mod p$ for infinitely many primes, which implies a contradiction $f(M) = 0$.

**Proposition 2.** For a prime $p \in \text{Spl}(f)$, let $r_1, \ldots, r_4$ be roots of $f(x) \equiv 0 \mod p$ with (1), and using the previous lemma, we may suppose that they satisfy

$$r_1 + r_3 = \delta_1 p - a, \quad r_2 + r_4 = \delta_2 p - a (0 < \delta_1 \leq \delta_2 < 2L). \quad (9)$$

Then we have $\delta_1 = \delta_2 = C_p(f)/2$ or $\delta_1 = (C_p(f) - L)/2, \delta_2 = (C_p(f) + L)/2$, where $C_p(f)$ is defined by (2).
Proof. Since the assumption \( r_i \equiv 0 \mod L \) \((i = 1, \ldots, 4)\) implies \( \delta_1 p - a \equiv \delta_2 p - a \equiv 0 \mod L \), we have \( \delta_1 \equiv \delta_2 \mod L \), assuming \( p > L \). Thus \( \delta_1 = \delta_2 \) or \( \delta_2 = \delta_1 + L \) follows from \( 0 < \delta_1 \leq \delta_2 < 2L \), and by \( (\delta_1 + \delta_2)p = 2a + \sum r_i = C_p(f)p \), we get the statement of the proposition.

(1) and (2) imply a fundamental relation \( C_p(f)p \equiv 2a \mod L \), hence for some natural number \( k \)

\[
C_p(f) = kN, \quad \text{and} \quad (k,T) = 1, kp \equiv 2a/N \mod T. \tag{10}
\]

Moreover, we have

**Corollary 1.** Continuing the previous proposition, we have, for \( C_p(f) = kN \) above

\[
\begin{cases}
kp \equiv 2a/N \mod 2T & \text{if } \delta_2 = \delta_1, \\
(k - T)p \equiv 2a/N \mod 2T & \text{if } \delta_2 = \delta_1 + L.
\end{cases}
\]

If either \( C_p(f) \leq L \) or \( C_p(f) \geq 3L \), then only the case \( \delta_2 = \delta_1 \) holds.

Proof. By (1) and (9), we have \( \delta_1 p \equiv a \mod L \), hence

\[
kN/2 \cdot p \equiv a \mod L \quad \text{if } \delta_2 = \delta_1,
\]

\[
(kN - L)/2 \cdot p \equiv a \mod L \quad \text{if } \delta_2 = \delta_1 + L.
\]

Since \( L = NT \), and \( 2a \) is divisible by \( N \), the statement follows easily. If the condition \( \delta_2 = \delta_1 + L \) happens, then the previous proposition implies

\[
(C_p(f) - L)/2 > 0 \quad \text{and} \quad (C_p(f) + L)/2 < 2L, \quad \text{i.e.,} \quad L < C_p(f) < 3L,
\]

which completes the proof.

The corollary says that if either \( C_p(f) \leq L \) or \( C_p(f) \geq 3L \), we have a stronger condition \( kN/2 \cdot p \equiv a \mod L \) than (10), which elucidates the entry “0” in vectors \( v_2, v_3 \) as stated later.

**Proof of Theorem 1.** By the assumption \( a \equiv 0 \mod L \), \( \delta_1, \delta_2 \) in (9) are divisible by \( L \), hence are equal to \( L \). Thus we have \( C_p(f) = 2L \), hence

\[
SPr(f,L)[2] = Pr(f,L)[2N] = Pr(f,L)[2L] = 1
\]

and

\[
SPr(f,L)[1] = SPr(f,L)[3] = 0.
\]

Next, let us study the meaning of Conjecture 1, i.e.,

\[
SPr(f,L) = (1/4, 1/2, 1/4) \quad \text{if } 2a \equiv 0 \mod L \quad \text{but } a \not\equiv 0 \mod L.
\]

We use notations in Proposition 2. By the equation (2), we see \( C_p(f) \equiv 0 \mod L \), which implies \( C_p(f) = L, 2L \) or \( 3L \) by (3). We see that \( \delta_1 = \delta_2 = L/2 \) holds in
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the case of $C_p(f) = L$, second $\delta_1 = L/2, \delta_2 = 3L/2$ in the case of $C_p(f) = 2L$
since $\delta_1 = \delta_2 = L$ with (9) implies a contradiction $a \equiv 0 \mod L$, and last
$\delta_1 = \delta_2 = 3L/2$ holds in the case of $C_p(f) = 3L$. Thus we have

$$2a + \sum r_i = Lp \times \begin{cases} 1 & \text{if } \delta_1 = \delta_2 = L/2, \\ 2 & \text{if } \delta_1 = L/2, \delta_2 = 3L/2, \\ 3 & \text{if } \delta_1 = \delta_2 = 3L/2. \end{cases}$$

Here let us see that $\delta_2 = L/2$ (resp. $\delta_2 = 3L/2$) is equivalent to $r_2, r_4 \in [0, Lp/2]$
(resp. $r_2, r_4 \in [Lp/2, Lp]$ ) except finitely many primes $p$. Suppose $\delta_2 = L/2$;
then $r_2, r_4 \leq r_2 + r_4 = Lp/2 - a$ implies $r_2, r_4 \in [0, Lp/2 - a]$. By using the pigeon
hole principle as in the proof of Lemma 1, we see $r_2, r_4 \in [0, Lp/2]$ except finitely
many primes $p$. The equivalence of the conditions $\delta_1 = L/2$ and $r_1, r_3 \in [0, Lp/2]$
is similar. If $\delta_2 = 3L/2$, then the condition $r_2 < pL$ implies

$$r_4 = 3Lp/2 - a - r_2 > Lp/2 - a \quad \text{and similarly} \quad r_2 > Lp/2 - a,$$

hence we have $r_2, r_4 \in [Lp/2, Lp]$ except finitely many primes $p$, similarly.
Thus, if pairs $r_1, r_3$ and $r_2, r_4$ distribute uniformly on $[0, Lp/2]$ and $[Lp/2, Lp]$, we have $SPr(f, L) = (1/4, 1/2, 1/4)$.

Let us assume $T > 1$ hereafter, and we show that cases of the density zero
in the conjecture are affirmative.

We are still assuming $1 \leq k \leq T - 1$. The case of $T \equiv 1 \mod 2$ : We have to show

$$SPr[3T + k] = 0 \quad \text{if } k \equiv 2a/N \mod 2, \quad (11)$$

$$SPr[k] = 0 \quad \text{if } k \not\equiv 2a/N \mod 2. \quad (12)$$

By Corollary 1, we have $\delta_2 = \delta_1$ for $C_p(f) = kN, (3T + k)N$. Thus the condition
$SPr[3T + k] = Pr(f, L)(3T + k)N] \neq 0$ implies $(3T + k)p \equiv 2a/N \mod 2T$, which
implies $1 + k \equiv 2a/N \mod 2$. This concludes (11).
Suppose that $SPr[k] = Pr(f, L)[kN] \neq 0$; then we have $kp \equiv 2a/N \mod 2T$, which
implies $k \equiv 2a/N \mod 2$, and (12) has been proved.

Let us assume that $T \equiv 0 \mod 2$. Keeping notations in the previous section, we
must show that in case of $[F \cap Q(\zeta_{2T}) : F \cap Q(\zeta_T)] = 2$,

$$SPr[3T + k] = 0 \quad \text{if } [[k]] = [[2a/N]] \text{ on } F \cap Q(\zeta_{2T}), \quad (13)$$

$$SPr[k] = 0 \quad \text{if } [[k]] \neq [[2a/N]] \text{ on } F \cap Q(\zeta_{2T}). \quad (14)$$

We are assuming that an integer $k$ is relatively prime to $T$ and $T$ is even, thus
$[[k]]$ is well-defined on $F \cap Q(\zeta_{2T}) (\subset Q(\zeta_{2T}))$.

On (13): Suppose $SPr[3T + k] = Pr[(3T + k)N] \neq 0$; we have $\delta_2 = \delta_1$, hence $(T + k)p \equiv 2a/N \mod 2T$ for a prime $p$ with $C_p(f) = (3T + k)N$,
hence  \( \zeta_{2T}^{2a/N} = -\zeta_{2T}^{kp} = -\sigma(\zeta_{2T})^k \), where \( \sigma \) is a Frobenius automorphism of \( p \) at \( \mathbb{Q}(f)(\zeta_{2T}) \). The condition \( p \in \text{Spl}(f) \) implies that \( \sigma \) is the identity mapping on \( F(\subset \mathbb{Q}(f)) \). Since \( K := F \cap \mathbb{Q}(\zeta_{2T}) \neq F \cap \mathbb{Q}(\zeta_{T}) \), there is an element \( \alpha \in K \), which is not expressed by a linear combination of powers \( \zeta_T \) with rational coefficients, therefore \( \alpha[[2a/N]] \neq \sigma(\alpha)[[k]] = \alpha[[k]] \), that is \( [[2a/N]] \neq [[k]] \) on \( K \).

On (14): Suppose \( SPr[k] = Pr[kN] \neq 0 \); then we have \( kp \equiv 2a/N \mod 2T \). Thus we have \( [[k]] = [[2a/N]] \) by the fact that \( p \) decompose at \( F(\subset \mathbb{Q}(f)) \) completely. This completes the proof of (14).
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ABSTRACT. We consider multivariate integration in the randomized setting. The function spaces which we study are defined on \( \mathbb{R}^s \) with respect to the Gaussian measure and the functions are characterized by the decay of their Hermite coefficients. We study tractability of Monte Carlo integration and give necessary and sufficient conditions to achieve tractability.

Communicated by Henryk Woźniakowski

1. Introduction

Study tractability of multivariate problems, like integration, in reproducing kernel Hilbert spaces goes back to the works of Hickernell [4] and Sloan and Woźniakowski [12]. Since then different notions of tractability were studied for multivariate problems in various function spaces. However, there are only a few results about tractability of multivariate integration of functions defined on unbounded domains, see e.g., [7, 8, 15]. In this paper we want to consider tractability of integration in spaces of functions defined on \( \mathbb{R}^s \). For that, we consider the problem of approximating integrals of the form

\[ I_s(f) = \int_{\mathbb{R}^s} f(x) \varphi_s(x) \, dx, \]

where \( \varphi_s \) denotes the density of the \( s \)-dimensional standard Gaussian measure,

\[ \varphi_s(x) = \frac{1}{(2\pi)^{s/2}} \exp\left(-\frac{x \cdot x}{2}\right), \]
where \( \cdot, \cdot \) denotes the standard inner product on \( \mathbb{R}^s \). Moreover, we consider integrands \( f \) which belong to a reproducing kernel Hilbert space \( \mathcal{H}(K) \) with norm \( \| \cdot \|_K \).

In [5] reproducing kernel Hilbert spaces, so-called Hermite spaces, are introduced for which the problems (1) are well-defined. These function spaces are defined on the \( \mathbb{R}^s \) with respect to the Gaussian measure and they are based on Hermite polynomials. For Hermite spaces of functions with polynomially and exponentially decaying Hermite coefficients tractability of multivariate integration was already studied in the worst case setting, see [5] and [6].

In this paper we are interested in approximations of (1) obtained by Monte Carlo (MC) integration rules which are randomized linear algorithms with equal weights and randomly chosen integration nodes. That is, we study tractability in the randomized setting, for more details see Chapter 7 in [10]. We will proceed as in [13] and [3] where tractability of MC integration is studied for the Korobov space and for the Walsh space, respectively.

The rest of the paper is structured as follows: In Section 2 we introduce the general concept of Hermite spaces. Moreover, we present two interesting classes of Hermite spaces: Hermite spaces of functions with polynomially decaying Hermite coefficients and Hermite spaces of functions with exponentially decaying Hermite coefficients. Section 3 deals with tractability of MC integration in Hermite spaces and we give necessary and sufficient conditions to achieve different notions of tractability.

## 2. The Hermite spaces

We start by introducing some basic facts on Hermite polynomials. For more details on Hermite polynomials we refer to [2, 11, 14]. For \( k \in \mathbb{N}_0 \) the \( k \)th Hermite polynomial is given by

\[
H_k(x) = \frac{(-1)^k}{\sqrt{k!}} \exp(x^2/2) \frac{d^k}{dx^k} \exp(-x^2/2),
\]

where we follow the definition given in [2]. We remark that there are slightly different ways to introduce Hermite polynomials, see, e.g., [14]. For \( s \geq 2 \), \( k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s \), and \( x = (x_1, \ldots, x_s) \in \mathbb{R}^s \) we define \( s \)-dimensional Hermite polynomials by

\[
H_k(x) = \prod_{j=1}^s H_{k_j}(x_j).
\]
It is well-known, see [2], that the Hermite polynomials \( \{H_k(x)\}_{k \in \mathbb{N}_0} \) form an orthonormal basis of the space \( L^2(\mathbb{R}^s, \varphi_s) \) of functions which are square-integrable with respect to the Gaussian measure.

Now we are going to define function spaces based on Hermite polynomials. These kind of function spaces were first introduced in [5]. Let \( r: \mathbb{N}_0^s \to \mathbb{R}^+ \) be a summable function, i.e., \( \sum_{k \in \mathbb{N}_0^s} r(k) < \infty \). Define a kernel function
\[
K_r(x, y) = \sum_{k \in \mathbb{N}_0^s} r(k) H_k(x) H_k(y) \quad \text{for } x, y \in \mathbb{R}^s
\]
and an inner product
\[
(f, g)_{K_r} = \sum_{k \in \mathbb{N}_0^s} \frac{1}{r(k)} \hat{f}(k) \hat{g}(k),
\]
where \( \hat{f}(k) = \int_{\mathbb{R}^s} f(x) H_k(x) \varphi_s(x) dx \) is the \( k \)th Hermite coefficient of \( f \). Since \( K_r \) is symmetric and positive semi-definite, we indeed have that \( K_r \) is a reproducing kernel, see, e.g. [3, Chapter 2.3]. Let us denote by \( \mathcal{H}(K_r) \) the reproducing kernel Hilbert space corresponding to \( K_r \). The function space \( \mathcal{H}(K_r) \) is called a Hermite space and the norm in \( \mathcal{H}(K_r) \) is defined in the natural way by \( \|f\|_{K_r}^2 = (f, f)_{K_r} \). More details on reproducing kernel Hilbert spaces can be found in [1].

Note that a Hermite space \( \mathcal{H}(K_r) \) is fully specified by the function \( r \) which regulates the decay of the Hermite coefficients of the functions belonging to \( \mathcal{H}(K_r) \). Roughly speaking, the faster \( r \) decreases as \( k \) grows, the faster the Hermite coefficients of the elements of \( \mathcal{H}(K_r) \) decrease.

In this paper we deal with two important classes of Hermite spaces, namely Hermite spaces of functions with polynomially decaying Hermite coefficients and Hermite spaces of functions with exponentially decaying Hermite coefficients. Moreover, we introduce weights to the norm of these function spaces to control the influence of each coordinate.

### 2.1. Hermite spaces of finite smoothness

To define our function \( r \), we first choose a weight sequence of positive real numbers, \( \gamma = \{\gamma_j\}_{j \in \mathbb{N}} \) with \( \gamma_j > 0 \), where we assume that
\[
\gamma_1 \geq \gamma_2 \geq \gamma_3 \geq \cdots
\]
Furthermore, we fix a parameter $\alpha \in (1, \infty)$. For $k \in \mathbb{N}_0$ we consider

$$r_{\alpha, \gamma_j}(k) = \begin{cases} 
1 & \text{if } k = 0, \\
\gamma_j k^{-\alpha} & \text{if } k \neq 0.
\end{cases}$$

For a vector $k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s$ we consider

$$r_{s, \alpha, \gamma}(k) = \prod_{j=1}^s r_{\alpha, \gamma_j}(k_j).$$

Clearly, it holds that $r_{s, \alpha, \gamma}$ is summable. From now on, we use the following notation for the kernel function,

$$K_{s, \alpha, \gamma}(x, y) := \sum_{k \in \mathbb{N}_0^s} r_{s, \alpha, \gamma}(k) H_k(x) H_k(y),$$

to stress that the reproducing kernel depends on $\alpha$ as well as on the weight sequence $\gamma$. The corresponding reproducing kernel Hilbert space is then given by $\mathcal{H}(K_{s, \alpha, \gamma})$. This choice of $r$ now decreases polynomially fast as $k$ grows, which influences the smoothness of the elements in $\mathcal{H}(K_{s, \alpha, \gamma})$. In [5] it is shown that the smoothness parameter $\alpha$ is related to the differentiability of the functions which makes it reasonable to call $\mathcal{H}(K_{s, \alpha, \gamma})$ a Hermite space of finite smoothness.

### 2.2. Hermite spaces of analytic functions

Let $a = \{a_j\}_{j \in \mathbb{N}}$ and $b = \{b_j\}_{j \in \mathbb{N}}$ be two weight sequences of real numbers, where we assume that $a_0 := \inf_j a_j > 0$ and $b_0 := \inf_j b_j \geq 1$. Moreover, we fix an $\omega \in (0, 1)$ and for $k \in \mathbb{N}_0^s$ we define

$$r_{s, \omega, a, b}(k) = \omega^{|k|_{a, b}} := \omega^{\sum_{j=1}^s a_j k_j b_j} = \prod_{j=1}^s \omega^{a_j k_j b_j}. \quad (3)$$

We denote the reproducing kernel function by

$$K_{s, \omega, a, b}(x, y) = \sum_{k \in \mathbb{N}_0^s} \omega^{|k|_{a, b}} H_k(x) H_k(y)$$

to indicate again the dependence on the weights. The corresponding Hermite space is then given by $\mathcal{H}(K_{s, \omega, a, b})$. With the choice of $r_{s, \omega, a, b}$ it follows that the functions in $\mathcal{H}(K_{s, \omega, a, b})$ have exponentially decaying Hermite coefficients. Furthermore, this exponential decay guarantees that the functions are extremely smooth, in fact analytic, see [6].
3. Tractability of Monte Carlo integration

Now we study Monte Carlo integration in a Hermite space $\mathcal{H}(K_r)$. For that we consider MC integration rules which are randomized linear algorithms of the form

$$MC_{n,s}(x_1, \ldots, x_n; f) = \frac{1}{n} \sum_{i=1}^{n} f(x_i),$$

with independent and standard normal distributed random variables $x_1, \ldots, x_n$.

In this setting we are interested in the randomized error of a MC algorithm which is given by

$$e_{MC}(n,s) = \sup_{f \in \mathcal{H}(K_r), \|f\|_{K_r} \leq 1} \mathbb{E}\left( |I_s(f) - MC_{n,s}(x_1, \ldots, x_n; f)|^2 \right)^{\frac{1}{2}},$$

where the expectation is taken with respect to independent and identically distributed random variables $x_1, \ldots, x_n$. Furthermore, we consider the minimal number of function evaluations which is needed to reduce the initial error by a factor of $\varepsilon \in (0, 1)$, i.e.,

$$n^{MC}(\varepsilon, s) = \min \{ n : e_{MC}(n, s) \leq \varepsilon \}.$$

Note that the initial error is 1. We want to know how $n^{MC}(\varepsilon, s)$ depends on $\varepsilon^{-1}$ and $s$. For that we study the tractability of MC algorithms where we follow the notions given in [10]. We say that we have:

1. **Weak MC-tractability** if
   $$\lim_{s + \varepsilon^{-1} \to \infty} \frac{\log(n^{MC}(\varepsilon, s))}{s + \varepsilon^{-1}} = 0.$$

2. **Polynomial MC-tractability** if there exist $c, p, q \in \mathbb{R}^+$ such that
   $$n^{MC}(\varepsilon, s) \leq c s^q \varepsilon^{-p} \quad \text{for all} \quad s \in \mathbb{N}, \ \varepsilon \in (0, 1).$$

3. **Strong polynomial MC-tractability** if there exist $c, p \in \mathbb{R}^+$ such that
   $$n^{MC}(\varepsilon, s) \leq c \varepsilon^{-p} \quad \text{for all} \quad s \in \mathbb{N}, \ \varepsilon \in (0, 1).$$

The infimum of $p$ for which strong polynomial MC-tractability holds is called $\varepsilon$-exponent.

With weak MC-tractability we rule out that the smallest number of function evaluations needed to achieve an $\varepsilon$-approximation depends exponentially on $\varepsilon^{-1}$ and $s$. Polynomial MC-tractability means that $n^{MC}(\varepsilon, s)$ is bounded polynomially in $\varepsilon^{-1}$ and $s$. In the case of strong polynomial MC-tractability the upper bound is a polynomial in $\varepsilon^{-1}$ and independent of the dimension $s$. 
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First we derive a formula for the randomized error where we see that the error depends on the number of integration nodes by a factor of $1/\sqrt{n}$. This coincides with the convergence rate of MC algorithms of $O(n^{1/2})$.

**Theorem 1.** For the randomized error of MC integration in the Hermite space $\mathcal{H}(K_r)$ it holds that

$$ e_{MC}(n, s) = \frac{1}{\sqrt{n}} \left( \max_{k \in \mathbb{N}_0^s \setminus \{0\}} r(k) \right)^{\frac{1}{2}}. $$

**Proof.** We know for the randomized error that

$$ e_{MC}(n, s) = \frac{1}{\sqrt{n}} \sup_{f \in \mathcal{H}(K_r), \|f\|_{K_r} \leq 1} \left( I_s(f^2) - I_s(f)^2 \right)^{\frac{1}{2}}, $$

see, e.g., [9, Theorem 1.1]. Moreover, by Parseval’s identity,

$$ I_s(f^2) = \int_{\mathbb{R}^d} f(x)^2 \varphi_s(x) dx = \sum_{k \in \mathbb{N}_0^s} \hat{f}(k)^2 $$

and

$$ I_s(f) = \int_{\mathbb{R}^d} f(x) \varphi_s(x) dx = \hat{f}(0). $$

Hence,

$$ I_s(f^2) - I_s(f)^2 = \sum_{k \in \mathbb{N}_0^s \setminus \{0\}} \hat{f}(k)^2 $$

$$ = \sum_{k \in \mathbb{N}_0^s \setminus \{0\}} r(k)^{-1} \hat{f}(k)^2 r(k) $$

$$ \leq \|f\|_{K_r}^2 \max_{k \in \mathbb{N}_0^s \setminus \{0\}} r(k). \quad (4) $$

Now we set $k^* = \arg\max_{k \in \mathbb{N}_0^s \setminus \{0\}} r(k)$ and we consider the special integrand $f(x) = H_{k^*}(x)$. Then we get for the $k$-th Hermite coefficient of $f$,

$$ \hat{f}(k) = \begin{cases} 1 & \text{if } k = k^*, \\ 0 & \text{otherwise}. \end{cases} $$

Thus, we have that (4) is fulfilled with equality for this choice of $f$. Hence, it follows that

$$ e_{MC}(n, s) = \frac{1}{\sqrt{n}} \left( \max_{k \in \mathbb{N}_0^s \setminus \{0\}} r(k) \right)^{\frac{1}{2}}. \quad \square $$
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3.1. Tractability in Hermite spaces of finite smoothness

Now we consider MC-tractability of multivariate integration in Hermite spaces $H(K_s, \alpha, \gamma)$ of functions of finite smoothness. Since

$$\max_{k \in \mathbb{N}_0 \setminus \{0\}} r_{s, \alpha, \gamma}(k) = \max_{k=1,...,s} \prod_{j=1}^{k} \gamma_j,$$

we get from Theorem 1 that the randomized error of MC integration is given by

$$e_{\text{MC}}(n, s) = \frac{1}{\sqrt{n}} \left( \max_{k=1,...,s} \prod_{j=1}^{k} \gamma_j \right)^{\frac{1}{2}}.$$

(5)

We remark that this result is similar to the result in [13] and therefore we proceed in the same way to study MC-tractability for the integration problem.

From (5) we see that MC integration is strongly polynomially MC-tractable if and only if

$$\sup_{s \in \mathbb{N}} \prod_{j=1}^{s} \gamma_j < \infty.$$  

On the other hand, if $\gamma_j \geq 1$ for all $j \in \mathbb{N}$, we have that $\sup_{s \in \mathbb{N}} \prod_{j=1}^{s} \gamma_j < \infty$ iff $\prod_{j=1}^{\infty} \gamma_j < \infty$. Altogether, we have that $\sup_{s \in \mathbb{N}} \prod_{j=1}^{s} \gamma_j < \infty$ is equivalent to $\prod_{j=1}^{\infty} \max(\gamma_j, 1) < \infty$ which, in turn, is equivalent to

$$\sum_{j=1}^{\infty} \max(\log(\gamma_j), 0) < \infty.$$ 

Furthermore, we see from (5) that we have polynomial MC-tractability if and only if there exist $C, q > 0$ such that $\max_{k=1,...,s} \prod_{j=1}^{k} \log(\gamma_j) / s$ approaches zero as $s$ goes to $\infty$. Again we get that this is equivalent to $\sup_{s \in \mathbb{N}} \sum_{j=1}^{s} \max(\log(\gamma_j), 0) / s = 0$.

Finally, we again conclude from (5) that integration is weakly MC-tratable if and only if $\max_{k=1,...,s} \sum_{j=1}^{k} \log(\gamma_j) / s$ approaches zero as $s$ goes to $\infty$. This is equivalent to

$$\lim_{s \to \infty} \sum_{j=1}^{s} \max(\log(\gamma_j), 0) / s = 0.$$ 

Theorem 2. MC integration in the weighted Hermite space $H(K_s, \alpha, \gamma)$ is

1. strongly polynomially MC-tractable if $\sum_{j=1}^{\infty} \max(\log(\gamma_j), 0)) < \infty$,
2. polynomially MC-tractable if $A := \limsup_{s \to \infty} \sum_{j=1}^{s} \frac{\max(\log(\gamma_j), 0)}{\log(s)} < \infty$,
3. weakly MC-tractable if $\lim_{s \to \infty} \sum_{j=1}^{s} \frac{\max(\log(\gamma_j), 0)}{s} = 0$.

Let us give some remarks on Theorem 2. We see that the conditions are necessary and sufficient. Moreover, these conditions are fulfilled, if the weight sequence contains weights which are smaller or equal to 1. Especially, in the case
of the unweighted Hermite space, i.e., \( \gamma_j = 1 \) for all \( j \in \mathbb{N} \), we can achieve these three notions of MC-tractability using randomized linear algorithm.

Note that, if we have strong polynomial MC-tractability, then the \( \varepsilon \)-exponent is 2. Furthermore, the minimal number \( n^{MC}(\varepsilon, s) \) of function evaluations which is needed to guarantee that the randomized error is smaller than \( \varepsilon \) is

\[
\sup_{s \in \mathbb{N}} n^{MC}(\varepsilon, s) = C\varepsilon^{-2}
\]

with \( C = \sup_{s \in \mathbb{N}} \prod_{j=1}^{s} \gamma_j < \infty \). If we have polynomial MC-tractability, then

\[
n^{MC}(\varepsilon, s) \leq s^{A + o(1)}\varepsilon^{-2} \quad \text{as } s \to \infty
\]

with \( A \) as in Theorem 2. Furthermore, we remark that the conditions on MC-tractability of multivariate integration in Hermite spaces of finite smoothness are the same as for Monte Carlo integration in Korobov spaces, see [13], and in Walsh spaces, see [3].

3.2. Tractability in Hermite spaces of analytic functions

For the Hermite space \( \mathcal{H}(K_{s,\omega, a, b}) \) of analytic functions we have that

\[
\max_{k \in \mathbb{N}_0^d \setminus \{0\}} r_{s, \omega, a, b}(k) = \max_{k \in \mathbb{N}_0^d \setminus \{0\}} \prod_{j=1}^{d} \omega^{a_j k_j b_j} = \omega^{a_0} < \infty,
\]

because \( a_0 = \inf_{j} a_j > 0 \) and \( b_j \geq 1 \) for all \( j \in \mathbb{N} \). From Theorem 1 we get that

\[
e^{MC}(n, s) = \frac{\omega^{a_0}}{\sqrt{n}}
\]

and it is easy to see that we can achieve MC-tractability independent of the choice of the weight sequences \( a \) and \( b \).

**Theorem 3.** MC integration in the weighted Hermite space \( \mathcal{H}(K_{s,\omega, a, b}) \) is strongly polynomially MC-tractable, polynomially MC-tractable and weakly MC-tractable for all \( a \) and \( b \).

In the worst case setting it is natural to expect exponential convergence for studying multivariate integration in the Hermite space of analytic functions, see [6]. From Theorem 1 it follows that we can not achieve exponential convergence for the error in the randomized setting by using standard Monte Carlo integration, but maybe it could be done by more sophisticated randomized algorithms.

Furthermore, in [6] notions of tractability are considered to study the dependence of \( n^{MC} \) on \( s \) and \( \log \varepsilon^{-1} \). If

\[
\lim_{s + \varepsilon^{-1} \to \infty} \frac{\log(n^{MC}(\varepsilon, s))}{s + \log \varepsilon^{-1}} = 0
\]
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with \( \log 0 = 0 \) taken by convention, it is ruled out that the minimal number \( n^{MC} \)
of function evaluations to achieve an \( \varepsilon \)-approximation to the initial error depends exponentially on \( s \) and \( \log \varepsilon^{-1} \). However, (7) cannot hold for Monte Carlo integration, because

\[
n^{MC}(\varepsilon, s) = \lceil \varepsilon^{-2} \omega^{2a_0} \rceil.
\]

We remark that it is possible in the worst case setting to achieve better convergence rates and related notions of tractability, if we restrict ourself to function spaces of analytic functions, see [6]. However, this is not possible in the randomized setting using Monte Carlo integration as we have seen in this section.
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ABSTRACT. The weighted star discrepancy of point sets appears in the weighted Koksma-Hlawka inequality and thus is a measure for the quality of point sets with respect to their performance in quasi-Monte Carlo algorithms. A specific selection of point sets are lattice point sets whose generating vector can be obtained one component at a time such that the resulting lattice point set has a small weighted star discrepancy.

In this paper we consider a reduced fast component-by-component algorithm which significantly reduces the construction cost for such generating vectors provided that the weights decrease fast enough.
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1. Introduction

Given an $N$-element multiset of points $\{x_0, \ldots, x_{N-1}\} \subseteq [0, 1)^s$, we may approximate integrals over the $s$-dimensional unit cube by a quasi-Monte Carlo (QMC) rule, i.e.,

$$\int_{[0,1]^s} f(x) \, dx \approx \frac{1}{N} \sum_{n=0}^{N-1} f(x_n).$$

For detailed information on QMC-integration see [4, 11, 12, 14].
In 1998 Sloan and Woźniakowski [23] introduced the concept of weighted function spaces where each group of coordinates is equipped with some weight according to its importance. Denote the set \{1, \ldots, s\} by \([s]\) and let \(\gamma = (\gamma_u)_{u \subseteq [s]}\) be a weight sequence of non-negative real numbers, which model the importance of the projection of the integrands \(f\) in the weighted function space onto the variables \(x_j\) for \(j \in u\). A small weight \(\gamma_u\) means that the projection onto the variables in \(u\) contributes little to the integration problem. In the present work we consider a special choice of weights, so-called product weights \((\gamma_j)_{j \geq 1}\), where \(\gamma_u = \prod_{j \in u} \gamma_j\) and \(\gamma_\emptyset := 1\), and in particular, the weight \(\gamma_j\) is associated with the variable \(x_j\).

In this paper we assume that \(\gamma = (\gamma_j)_{j \geq 1}\) is a non-increasing sequence of positive weights with \(\gamma_j \leq 1\) and \((\gamma_u)_{u \subseteq [s]}\) are the corresponding product weights. Such weights are useful when considering functions whose dependence on successive variables is decreasing.

A particularly important kind of point sets for QMC-integration are so-called lattice point sets, see [12, 14, 22]. They originated independently from Hlawka [8] and Korobov [10]. A lattice point set \(P_N(z) = \{x_0, \ldots, x_{N-1}\}\) can be constructed with the aid of a generating vector \(z\). For a positive integer \(N \geq 2\) and a vector \(z \in \{1, \ldots, N-1\}^s\) the corresponding lattice point set is of the form

\[ P_N(z) = \left\{ \left\{ \frac{k}{N} z \right\} : k = 0, \ldots, N-1 \right\}. \]

Here, for real numbers \(x \geq 0\) we write \(\{x\} = x - \lfloor x \rfloor\) for the fractional part of \(x\). For vectors \(x\) we apply \(\{.,.\}\) componentwise.

We want to measure the quality of lattice point sets \(P_N(z)\) with respect to their performance in a QMC rule. To this end we define the weighted star discrepancy.

**Definition 1.** Let \(\gamma = (\gamma_u)_{u \subseteq [s]}\) be a weight sequence and let

\[ P_N = \{x_0, \ldots, x_{N-1}\} \subseteq [0,1]^s \]

be an \(N\)-element point set.

The local discrepancy of the point set \(P_N\) at \(x = (x_1, \ldots, x_s) \in [0,1]^s\) is defined as

\[ \text{discr}(x, P_N) := \frac{1}{N} \sum_{p \in P_N} \chi_{[0,x)}(p) - \prod_{j=1}^s x_j, \]

where \(\chi_{[0,x)}\) denotes the characteristic function of \([0,x) := [0,x_1) \times \cdots \times [0,x_s)\).

The weighted star discrepancy of \(P_N\) is then defined as

\[ D_{N,\gamma}(P_N) := \sup_{x \in (0,1]^s} \max_{\emptyset \neq u \subseteq [s]} \gamma_u \left| \text{discr}(\{x_u, 1\}, P_N) \right|, \]

where \((x_u, 1)\) is the vector \((\tilde{x}_1, \ldots, \tilde{x}_s)\) with \(\tilde{x}_j = x_j\) if \(j \in u\) and \(\tilde{x}_j = 1\) if \(j \notin u\).
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We denote the weighted star discrepancy of a lattice point set corresponding to some generating vector \( \mathbf{z} \) by \( D_{N, \gamma}(\mathbf{z}) \), as \( P_N(\mathbf{z}) \) is completely determined by \( \mathbf{z} \). To see why the weighted star discrepancy is a measure for the quality of our point sets we consider the following identity of Hlawka [7] and Zaremba [24] (see also [4, 12]), given by

\[
Q_{N,s}(f) - I_s(f) = \sum_{\emptyset \neq u \subseteq [s]} (-1)^{|u|} \gamma_u \int_{[0,1]^{|u|}} \text{discr}((\mathbf{x}_u, 1), P_N(\mathbf{z})) \gamma_u^{-1} \frac{\partial^{|u|}}{\partial \mathbf{x}_u} f(\mathbf{x}_u, 1) \, d\mathbf{x}_u,
\]

where \( Q_{N,s}(f) = \frac{1}{N} \sum_{n=0}^{N-1} f(\mathbf{x}_n) \) denotes the QMC-rule and \( I_s(f) = \int_{[0,1]^s} f(\mathbf{x}) \, d\mathbf{x} \) the integral operator.

Applying Hölder’s inequality as in [4, 23] for integrals and sums we obtain

\[
|Q_{N,s}(f) - I_s(f)| \leq D_{N, \gamma}^*(\mathbf{z}) \|f\|_{\gamma},
\]

where \( \|\cdot\|_{\gamma} \) is some norm dependent on \( \gamma \) but independent of the point set \( P_N(\mathbf{z}) \).

If \( f \) is sufficiently smooth, \( \|f\|_{\gamma} \) coincides with the weighted variation of \( f \) in the sense of Hardy and Krause. The first factor in (1.1) is the weighted star discrepancy of the point set \( P_N(\mathbf{z}) \), which depends only on \( P_N(\mathbf{z}) \) and the weights. Thus we see that the smaller the weighted star discrepancy \( D_{N, \gamma}^*(\mathbf{z}) \), the better the quality of the lattice point set \( P_N(\mathbf{z}) \). Hence we want to find lattice point sets \( P_N(\mathbf{z}) \) with small weighted star discrepancy.

As no explicit constructions for good lattice point sets are known for dimensions \( s > 2 \), one usually employs computer search algorithms to find good generating vectors. There exist many papers on the construction of generating vectors for lattice point sets with a small weighted star discrepancy: Joe [9] has given a component-by-component construction for generating vectors of lattice point sets with a prime number \( N \) of points, which have a weighted star discrepancy of order \( N^{-1+\delta} \) for any \( \delta > 0 \). Their generating vector has a construction cost of order \( sN \log N \), where an approach of Nuyens and Cools [19] can be used to reduce the construction cost.

In [20] Joe and Sinescu have achieved the same results for a composite number of lattice points and product weights. Finally in [21] they considered general weights and a prime number of points.

Dick et al. [2] have given a reduced fast algorithm for the construction of generating vectors of lattice point sets with \( N \) a prime power. They varied the size of the search space for each coordinate according to its importance and considered the worst-case error of integration in a Korobov space to measure the quality of their lattice point sets.
Let $b$ be an arbitrary prime number and $m$ a positive integer. In the present work we consider lattice point sets with $N = b^m$ elements and study their weighted star discrepancy. As mentioned before, the generating vector $z = (z_1, \ldots, z_s)$ of such lattice point sets can be obtained one component at a time. When using the standard component-by-component construction, in the following frequently abbreviated by CBC construction, each component is chosen from 
\[ \{ z \in \{1, 2, \ldots, b^m - 1\} : \gcd(z, b^m) = 1 \} \]
As done in [2] for the worst-case error, we speed up the construction of such generating vectors by reducing the search space for each component, while still achieving a small weighted star discrepancy of the corresponding lattice rule. To this end we define non-decreasing $0 \leq w_1 \leq w_2 \leq \cdots \in \mathbb{N}$ and set
\[ Z_{N,w_j} := \begin{cases} 
\{ z \in \{1, 2, \ldots, b^{m-w_j} - 1\} : \gcd(z, b^m) = 1 \} & \text{if } w_j < m, \\
\{1\} & \text{if } w_j \geq m. 
\end{cases} \]
Note that these sets have cardinality $b^{m-w_j-1}(b - 1)$, for $w_j < m$. In what follows we denote by $Z_{N,w}^s$ the Cartesian product $b^{w_1}Z_{N,w_1} \times \cdots \times b^{w_s}Z_{N,w_s}$, where $b^{w_j}Z_{N,w_j}$ means that every element of $Z_{N,w_j}$ is multiplied by $b^{w_j}$. We denote by $z \in Z_{N,w}^s$ a vector $z = (b^{w_1}z_1, \ldots, b^{w_s}z_s)$, with $z_j \in Z_{N,w_j}$ for $j \in [s]$. We study the weighted star discrepancy of lattice point sets $P_N(z)$ with generating vectors $z \in Z_{N,w}^s$. Dick et al. [2] have considered the worst-case error for approximating the integral of functions in suitable spaces by a QMC rule based on lattice point sets. Here, in contrast, we study the weighted star discrepancy of these lattice point sets which is another important quality measure. We will see that for sufficiently fast decreasing weights we can construct lattice point sets with small weighted star discrepancy, while significantly reducing the construction cost in comparison to the standard CBC construction.

It follows from [14, Theorem 3.10 and Theorem 5.6] that
\begin{equation}
D_{N,\gamma}(z) \leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right)^{|u|} \right) + \frac{1}{2} R_{N,\gamma}^s(z),
\end{equation}
where
\begin{equation}
R_{N,\gamma}^s(z) = \sum_{u \subseteq [s]} \gamma_u R_{N}(z, u)
\end{equation}
and
\begin{equation}
R_{N}(z, u) = \frac{1}{N} \sum_{k=0}^{N-1} \prod_{j \in u} \left( 1 + \sum_{\frac{-N}{2} < h \leq \frac{N}{2}, \frac{h}{k} \neq 0} e^{2\pi i h k b^{w_j} z_j / N} \right) - 1.
\end{equation}
Using this estimate for the weighted star discrepancy we derive the results in Sections 2, 3 and 4.
Finally, we introduce the concept of tractability [15, 16, 17]. To this end we define the information complexity (often referred to as inverse of the weighted star discrepancy) as

\[
N^*(\varepsilon, s) = \min\{N \in \mathbb{N}_0 : D_{N, \gamma}^*(z) \leq \varepsilon\},
\]

which means that \(N^*(\varepsilon, s)\) is the minimal number of points required to achieve a weighted star discrepancy of at most \(\varepsilon\). Of course we want the information complexity to be as small as possible. Therefore we are interested in how fast it increases when \(\varepsilon^{-1}\) and \(s\) grow. We define the following notions of tractability.

We speak of

- polynomial tractability, if there exist constants \(C, \tau_1 > 0\) and \(\tau_2 \geq 0\) such that

\[
N^*(\varepsilon, s) \leq C\varepsilon^{-\tau_1}s^{\tau_2}
\]

for all \(\varepsilon \in (0, 1)\) and all \(s \in \mathbb{N}\) and of

- strong polynomial tractability, if there exist positive constants \(C, \tau\) such that

\[
N^*(\varepsilon, s) \leq C\varepsilon^{-\tau}
\]

for all \(\varepsilon \in (0, 1)\) and all \(s \in \mathbb{N}\).

Roughly speaking, a problem is considered tractable if its information complexity’s dependence on \(\varepsilon^{-1}\) and \(s\) is not exponential. We will show that the above mentioned reduced fast component-by-component construction finds a generating vector \(z\) of a lattice point set that achieves strong polynomial tractability if

\[
\sum_{j=1}^{\infty} \gamma_j b^{w_j} < \infty
\]

with a construction cost of

\[
O\left(N \log N + \min\{s, t\} N + N \sum_{d=1}^{\min\{s, t\}} (m - w_d)b^{-w_d}\right)
\]

operations, where \(t = \max\{j \in \mathbb{N} : w_j < m\}\).

The structure of this paper is as follows. In the next section we derive an upper bound for the arithmetic mean of the weighted star discrepancy over all possible lattice point sets constructed by a generating vector \(z \in \mathbb{Z}_{N, w}^s\). In Sections 3 and 4 we present a reduced fast CBC construction for generating vectors of lattice point sets with small weighted star discrepancy. Finally, in Section 5 we study conditions on the weights \(\gamma_j\) and \(w_j\) for achieving strong polynomial tractability.
2. The arithmetic mean over all \( z \in \mathcal{Z}_{N,w}^s \)

First of all we estimate the arithmetic mean of the weighted star discrepancy over all possible generating vectors

\[
z = (b^{w_1}z_1, \ldots, b^{w_s}z_s) \in \mathcal{Z}_{N,w}^s,
\]

proceeding similarly to [14] and [20]. This yields the existence of a lattice point set with small weighted star discrepancy. The upper bound which we obtain for the arithmetic mean is not the same as for the reduced CBC construction in the next section. Nonetheless, we need large parts of the calculation of the present section to obtain the estimate in Section 3.

**Theorem 2.1.** Let \( N = b^m, (w_j)_{j \geq 1} \) and \( \mathcal{Z}_{N,w}^s \) be as above and let \( m \geq 5 \). Then there exists a generating vector

\[
z = (b^{w_1}z_1, \ldots, b^{w_s}z_s) \in \mathcal{Z}_{N,w}^s
\]

whose corresponding lattice rule has weighted star discrepancy

\[
D_{N,\gamma}^*(z) \leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right)^{|u|} \right)
+ \frac{1}{2} \left( \frac{1}{N} \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) \right.
+ \frac{1}{N} \sum_{p=0}^{m-1} b^{m-p-1} (b - 1) \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) \prod_{j=1}^{s} \left( \beta_j - \prod_{j=1}^{s} \beta_j \right),
\]

with \( \beta_j = 1 + \gamma_j \) for all \( j \in \mathbb{N} \) and

\[
S_N = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} \frac{1}{|h|}.
\]

**Remark 1.** Provided that the \( \gamma_j b^{w_j} \)’s are summable, the bound in Theorem 2.1 is of order \( N^\delta \log N \) for arbitrary \( \delta \in (0, 1) \) with an implied constant independent of \( N \) and \( s \). Furthermore, note that if all weights \( w_j = 0 \), then we obtain the result in [20, Theorem 1 and Corollary 1].
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Proof. As the first sum in (1.2) is independent of \( z \), it is obviously enough to consider the mean

\[
M_{N,s,\gamma} := \frac{1}{|Z_{N,w}^s|} \sum_{z \in Z_{N,w}^s} R_{N,\gamma}^s(z)
\]

(2.2)
of the second sum.

We have from [9, p. 186, eq. 9]

\[
R_{N,\gamma}^s(z) = \frac{1}{N} \prod_{j=1}^s (\beta_j + \gamma_j S_N)

+ \frac{1}{N} \sum_{k=1}^{N-1} \prod_{j=1}^s \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} e^{2\pi i h k b^w_j z_j/N} \right)

- \prod_{j=1}^s \beta_j.
\]

(2.3)

Thus

\[
M_{N,s,\gamma} = \frac{1}{N} \prod_{j=1}^s (\beta_j + \gamma_j S_N)

+ \frac{1}{N} \sum_{k=1}^{N-1} \prod_{j=1}^s \left( \frac{1}{|Z_{N,w}^j|} \sum_{z_j \in Z_{N,w}^j} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} e^{2\pi i h k b^w_j z_j/N} \right) \right)

- \prod_{j=1}^s \beta_j.
\]

(2.4)

To avoid lengthy formulas we use the following abbreviations:

\[
T_{N,w_j}(k) := \sum_{z_j \in Z_{N,w_j}} \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} e^{2\pi i h k b^w_j z_j/N}
\]

(2.4)

and

\[
L_{N,s,\gamma} := \frac{1}{N} \sum_{k=1}^{N-1} \prod_{j=1}^s \left( \beta_j + \frac{\gamma_j}{|Z_{N,w_j}|} T_{N,w_j}(k) \right).
\]

(2.5)
Then we have

\[ M_{N,s,\gamma} = \frac{1}{N} \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) + L_{N,s,\gamma} - \prod_{j=1}^{s} \beta_j. \]  

(2.6)

We study \( T_{N,w_j}(k) \) distinguishing the two cases \( w_j \geq m \) and \( w_j < m \).

**Case 1:** \( w_j \geq m \). This yields \( Z_{N,w_j} = \{1\} \) and thus

\[ T_{N,w_j}(k) = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} \frac{1}{|h|} \sum_{z_j \in Z_{N,w_j}} e^{2\pi i h (k b^m - w_j) z_j/N}. \]

(2.7)

**Case 2:** \( w_j < m \). Then \( Z_{N,w_j} = \{z \in \{1, 2, \ldots, b^m - w_j - 1\} : \gcd (z, N) = 1\} \). According to (2.5) we have to calculate \( T_{N,w_j}(k) \) only for \( k \in \{1, \ldots, b^m - 1\} \). We display these \( k \) as \( k = qb^m - w_j + r \) with \( q \in \{0, \ldots, b^m - w_j - 1\}, r \in \{0, \ldots, b^m - w_j - 1\} \) and \( (q, r) \neq (0, 0) \). Then

\[ T_{N,w_j}(k) = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} \frac{1}{|h|} \sum_{z_j \in Z_{N,w_j}} e^{2\pi i h (qb^m - w_j + r) z_j/N} = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} \frac{1}{|h|} \sum_{z_j \in Z_{N,w_j}} e^{2\pi i h q z_j} e^{2\pi i h r z_j / b^m - w_j}. \]  

(2.8)

If \( r = 0 \), i.e., \( k \) a multiple of \( b^m - w_j \), this yields

\[ T_{N,w_j}(k) = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} \frac{1}{|h|} \sum_{z_j \in Z_{N,w_j}} 1 = |Z_{N,w_j}| S_N. \]  

(2.9)

Next we investigate \( r \in \{1, \ldots, b^m - w_j - 1\} \). For any \( z_j \in \{1, \ldots, b^m - w_j - 1\} \) we find \( \gcd (z_j, N) = \gcd (z_j, b^m - w_j) \in \{1, b, b^2, \ldots, b^m - w_j - 1\} \) and hence

\[ \sum_{d | \gcd (z_j, N)} \mu(d) = \sum_{d | \gcd (z_j, b^m - w_j)} \mu(d) = \begin{cases} 1 & \text{iff } \gcd (z_j, N) = \gcd (z_j, b^m - w_j) = 1, \\ 0 & \text{otherwise,} \end{cases} \]

where \( \mu \) denotes the Möbius function.
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For any \( z_j \in \{1, \ldots, b^{m-w_j} - 1\} \) this implies \( z_j \in \mathbb{Z}_{N,w_j} \) iff \( \sum_{d \mid \gcd(z_j, b^{m-w_j})} \mu(d) = 1 \).

Inserting this fact into (2.8) we have

\[
T_{N,w_j}(k) = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|} \sum_{z_j=1}^{b^{m-w_j}-1} e^{2\pi i h r_z / b^{m-w_j}} \sum_{d \mid \gcd(z_j, b^{m-w_j})} \mu(d). \tag{2.10}
\]

Studying the two inner sums we find

\[
\sum_{z_j=1}^{b^{m-w_j}-1} e^{2\pi i h r_z / b^{m-w_j}} \sum_{d \mid \gcd(z_j, b^{m-w_j})} \mu(d) = \sum_{d \mid b^{m-w_j}} \mu(d) \sum_{z_j=1}^{b^{m-w_j}-1} e^{2\pi i h r_z / b^{m-w_j}} \tag{2.11}
\]

where the latter equality holds since \( a \in \{1, \ldots, \frac{b^{m-w_j}}{d}\} \) yields

\( ad \in \{d, 2d, \ldots, b^{m-w_j}\} = \{1 \leq z_j \leq b^{m-w_j} - 1 : d \mid z_j\} \cup \{b^{m-w_j}\} \)

and

\[
\sum_{d \mid b^{m-w_j}} \mu(d) = 0,
\]

since \( w_j < m \).

Changing the order of summation we obtain with (2.11)

\[
\sum_{z_j=1}^{b^{m-w_j}-1} e^{2\pi i h r_z / b^{m-w_j}} \sum_{d \mid \gcd(z_j, b^{m-w_j})} \mu(d) = \sum_{d \mid b^{m-w_j}} \mu(d) \sum_{r=1}^{d} e^{2\pi i h r / d} \sum_{d \mid b^{m-w_j}} \mu \left( \frac{b^{m-w_j}}{d} \right) \sum_{a=1}^{d} e^{2\pi i h r a / d}
\]

With (2.10) this leads to

\[
T_{N,w_j}(k) = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|} \sum_{d \mid b^{m-w_j}} d \mu \left( \frac{b^{m-w_j}}{d} \right) = \sum_{d \mid b^{m-w_j}} d \mu \left( \frac{b^{m-w_j}}{d} \right) \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|}.
\]
Using that $d|h\rho$ is equivalent to $\frac{d}{\gcd(d,r)}|h$ we display $T_{N,w_j}(k)$ as

$$T_{N,w_j}(k) = \sum_{d|b^m-w_j} d\mu\left(\frac{b^m-w_j}{d}\right) \sum_{-\frac{N}{2} < h \leq \frac{N}{2} \atop h \neq 0} \frac{1}{|h|},$$

(2.12)

To further investigate $T_{N,w_j}(k)$, we first study sums of the same type as the inner sum in (2.12). For any positive integer $a$ we have

$$\sum_{-\frac{N}{2} < h \leq \frac{N}{2} \atop h \neq 0} \frac{1}{|h|} = \sum_{-\frac{N}{2} < a|p \leq \frac{N}{2} \atop p \neq 0} \frac{1}{a|p|} = \frac{1}{a} \sum_{-\frac{N}{2} < p \leq \frac{N}{2} \atop p \neq 0} \frac{1}{|p|} = \frac{1}{a} S_N^\frac{1}{a},$$

(2.13)

where $S_N^\frac{1}{a}$ is defined analogously to (2.1). Combining (2.13) and (2.12) and the property of $\mu$ that $\mu(1) = 1$, $\mu(b) = -1$ and $\mu(b^i) = 0$ for $i \in \mathbb{N}, i \geq 2$ we obtain

$$T_{N,w_j}(k) = \sum_{d|b^m-w_j} d\mu\left(\frac{b^m-w_j}{d}\right) \gcd(d,r) S_N^\frac{1}{\gcd(d,r)}$$

$$= \sum_{d|b^m-w_j} \mu\left(\frac{b^m-w_j}{d}\right) \gcd(d,r) S_N^\frac{1}{\gcd(d,r)}$$

$$= \sum_{i=0}^{m-w_j} \mu\left(\frac{b^m-w_j}{b^i}\right) \gcd(b^i, r) S_N^\frac{b^m}{b^i} \gcd(b^i, r)$$

$$= \gcd(b^m-w_j, r) S_N^\frac{b^m}{b^i} \gcd(b^m-w_j, r) - \gcd(b^m-w_j-1, r) S_N^\frac{b^m}{b^i} \gcd(b^m-w_j-1, r)$$

$$= b^\nu (S_{b^m} - S_{b^w_j}),$$

with $\nu \in \{0, \ldots, m - w_j - 1\}$.

Summarizing, we have for $k \in \{1, \ldots, b^m - 1\}$

$$T_{N,w_j}(k) = \begin{cases} S_N & \text{if } w_j \geq m, \\ |\mathcal{Z}_{N,w_j}|S_N & \text{if } w_j < m \text{ and } k \equiv 0 \pmod{b^m-w_j}, \\ b^\nu (S_{b^m} - S_{b^w_j}) & \text{if } w_j < m \text{ and } k \equiv 0 \pmod{b^m-w_j}, \end{cases}$$

(2.14)

Let us choose $t \in \mathbb{N}_0$ such that $w_j < m$ for all $j \leq t$ and $w_{t+1} \geq m$. (If $t = 0$, then $w_j \geq m$ for all $j \in \mathbb{N}$. In that case we obtain the generating vector $z = (b^{w_1}, \ldots, b^{w_k})$.) With this fact we are able to write $L_{N,s,\gamma}$
from formula (2.5) as

\[
L_{N,s,\gamma} = \frac{1}{N} \sum_{k=1}^{N-1} \prod_{j=1}^{\min\{t,s\}} \left( \beta_j + \frac{\gamma_j}{|Z_{N,w_j}|} T_{N,w_j}(k) \right) \prod_{j=t+1}^{s} \left( \beta_j + \frac{\gamma_j}{|Z_{N,w_j}|} T_{N,w_j}(k) \right)
\]

Next we aim at finding bounds for \(\frac{T_{N,w_j}(k)}{|Z_{N,w_j}|}\) for \(w_j < m\).

If \(k\) is a multiple of \(b^{m-w_j}\) we see immediately from (2.15) that

\[
\frac{T_{N,w_j}(k)}{|Z_{N,w_j}|} = \frac{|Z_{N,w_j}| S_N}{|Z_{N,w_j}|} = S_N.
\]

If \(k\) is not a multiple of \(b^{m-w_j}\), we use a formula from Niederreiter [13] for \(S_n\) with arbitrary \(n \in \mathbb{N}\), given by

\[
S_n = 2 \log n + 2\gamma - \log 4 + \varepsilon(n),
\]

where \(\gamma\) denotes the Euler-Mascheroni constant

\[
\gamma = \lim_{l \to \infty} \left( \sum_{k=1}^{l} \frac{1}{k} - \log l \right) \approx 0.577216\ldots
\]

and

\[
\begin{cases}
-\frac{4}{n^2} < \varepsilon(n) \leq 0, & \text{if } n \text{ is even}, \\
-\frac{3}{n^2} < \varepsilon(n) < \frac{1}{n^2}, & \text{if } n \text{ is odd}.
\end{cases}
\]

From (2.15) we know

\[
T_{N,w_j}(k) = b^\nu (S_{b^{w_j+\nu}} - S_{b^{w_j+\nu+1}}) < 0.
\]

With \(m \geq 5\) we find \(-2 < \frac{T_{N,w_j}(k)}{|Z_{N,w_j}|} < 0\) for \(w_j < m\) and \(k\) not a multiple of \(b^{m-w_j}\) as follows. The upper bound follows immediately from (2.19). It remains to show the lower bound. First we consider \(T_{N,w_j}(k)\) using (2.17).

We have

\[
T_{N,w_j}(k) = b^\nu (S_{b^{w_j+\nu}} - S_{b^{w_j+\nu+1}}) = b^\nu (-2 \log b + \varepsilon(b^{w_j+\nu}) - \varepsilon(b^{w_j+\nu+1})) = -2b^\nu \log b + b^\nu (\varepsilon(b^{w_j+\nu}) - \varepsilon(b^{w_j+\nu+1})).
\]

With (2.18) we obtain

\[
|b^\nu (\varepsilon(b^{w_j+\nu}) - \varepsilon(b^{w_j+\nu+1}))| \leq |b^\nu (\varepsilon(b^{w_j+\nu}))| + |b^\nu (\varepsilon(b^{w_j+\nu+1}))| \leq 4b^{-2w_j-\nu} \left( 1 + \frac{1}{b^2} \right).
\]
Thus
\[
\frac{T_{N,w_j}(k)}{|Z_{N,w_j}|} \geq -\frac{b^{w_j-m+1}}{b-1} 2b^\nu \log b - \frac{b^{w_j-m+1}}{b-1} 4b^{-2w_j-\nu} \left(1 + \frac{1}{b^2}\right).
\]

Recall from (2.15) that \(\nu = \log_b (\gcd(b^{m-w_j},r)) \in \{0,1,\ldots, m-w_j-1\}\). Thus
\[
\frac{T_{N,w_j}(k)}{|Z_{N,w_j}|} \geq -2b^{w_j-m+1+m-w_j-1} \frac{\log b}{b-1} - 4b^{-w_j-m+1-\nu} \frac{1}{b-1} \left(1 + \frac{1}{b^2}\right)
\]

\[
\geq -2 \frac{\log b}{b-1} - 4b^{-m+1} \left(1 + \frac{1}{b^2}\right).
\]

Now, with the assumption \(m \geq 5\),
\[
\frac{T_{N,w_j}(k)}{|Z_{N,w_j}|} \geq -2 \frac{\log 2}{2-1} - 4 \cdot 2^{-5+1} \left(1 + \frac{1}{2^2}\right) > -2,
\]

and hence
\[
-2 < \frac{T_{N,w_j}(k)}{|Z_{N,w_j}|} < 0 \quad \text{for } w_j < m \quad \text{and} \quad b^{m-w_j} \nmid k.
\]

For any integer \(p \in \{0,\ldots, m-1\}\) with \(b^p \mid k\) and \(b^{p+1} \nmid k\) the condition \(b^{m-w_j} \nmid k\) is equivalent to \(m-w_j > p\) or \(w_j < m-p\), respectively. Thus we can display (2.16) as
\[
L_{N,s,\gamma} = \frac{1}{N} \prod_{j=t+1}^{s} (\beta_j + \gamma_j S_N)
\]

\[\times \sum_{p=0}^{m-1} \sum_{\substack{k=1 \atop b^p \mid k \atop b^{p+1} \nmid k}} \prod_{j=1}^{\min\{t,s\}} (\beta_j + \gamma_j T_{N,w_j}(k)) \prod_{j=1}^{\min\{t,s\}} (\beta_j + \frac{\gamma_j}{|Z_{N,w_j}|} T_{N,w_j}(k))
\]

\[\leq \frac{1}{N} \prod_{j=t+1}^{s} (\beta_j + \gamma_j S_N) \sum_{p=0}^{m-1} \sum_{\substack{k=1 \atop b^p \mid k \atop b^{p+1} \nmid k}} \prod_{j=1}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1}^{\min\{t,s\}} (\beta_j + \gamma_j)
\]

where the latter estimate holds since
\[
\beta_j > 1, \quad -2 < \frac{T_{N,w_j}(k)}{|Z_{N,w_j}|} < 0 \quad \text{and} \quad \gamma_j \leq 1.
\]
From
\[ |\{ k \in \{1, \ldots, N-1\} : b^p \mid k \text{ and } b^{p+1} \mid k\} | + \frac{1}{N} \prod_{j=t+1}^s (\beta_j + \gamma_j S_N) \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1}^{\min\{t,s\}} \beta_j \]
we get
\[ L_{N,s,\gamma} \leq \frac{1}{N} \prod_{j=t+1}^s (\beta_j + \gamma_j S_N) \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1}^{\min\{t,s\}} \beta_j - \prod_{j=1}^s \beta_j. \]
Inserting this into (2.6) we obtain for the arithmetic mean
\[ M_{N,s,\gamma} = \frac{1}{N} \prod_{j=1}^s (\beta_j + \gamma_j S_N) + \frac{1}{N} \prod_{j=t+1}^s (\beta_j + \gamma_j S_N) \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1}^{\min\{t,s\}} \beta_j - \prod_{j=1}^s \beta_j \]
This proves, with (1.2), the existence of a vector \( z \in Z_{N,w}^s \) such that the weighted star discrepancy \( D^*_\gamma(z) \) fulfills
\[ D^*_\gamma(z) \leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right)^{|u|} \right) + \frac{1}{2} \left( \frac{1}{N} \prod_{j=1}^s (\beta_j + \gamma_j S_N) + \frac{1}{N} \prod_{j=t+1}^s (\beta_j + \gamma_j S_N) \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1}^{\min\{t,s\}} \beta_j - \prod_{j=1}^s \beta_j \right) \]
\[ \leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right)^{|u|} \right) + \frac{1}{2} \left( \frac{1}{N} \prod_{j=1}^s (\beta_j + \gamma_j S_N) + \frac{1}{N} \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1}^{\min\{t,s\}} \beta_j - \prod_{j=1}^s \beta_j \right). \]
3. The reduced CBC construction

In this section we give a component-by-component construction for the generating vector and an upper bound for the weighted star discrepancy of the corresponding lattice rule.

**Algorithm 1.** Let \( N = b^m \) and \((w_j)_{j \geq 1}\) be as above and construct 
\[ z = (b^{w_1}z_1, \ldots, b^{w_s}z_s) \in \mathbb{Z}_{N,w}^s \] 
as follows:

1. Set \( z_1 = 1 \).
2. For \( d \in [s-1] \) assume \( z_1, \ldots, z_d \) to be already found. Choose \( z_{d+1} \in \mathbb{Z}_{N,w_{d+1}} \) such that \( R_{N,\gamma}^{d+1}(b^{w_1}z_1, \ldots, b^{w_d}z_d, b^{w_{d+1}}z) \) is minimized as a function of \( z \).
3. Increase \( d \) by 1 and repeat the second step until \( z = (b^{w_1}z_1, \ldots, b^{w_s}z_s) \) is found.

In the algorithm above the search space is reduced for each coordinate of \( z \) according to its importance. This results in a considerable reduction of the construction cost as we will see in Section 4. This is why we call this algorithm a reduced CBC-algorithm.

The following theorem gives an upper bound for the figure of merit \( R_{N,\gamma}^d \) of lattice point sets with generating vectors obtained from the algorithm above.

**Theorem 3.1.** Let \( z = (b^{w_1}z_1, \ldots, b^{w_s}z_s) \) be constructed according to Algorithm 1. Then for every \( d \in [s] \),

\[
R_{N,\gamma}^d(b^{w_1}z_1, \ldots, b^{w_d}z_d) \leq \frac{1}{N} \prod_{j=1}^{d} \left( \beta_j + \left( 1 + 2b^\min\{w_j,m\} \right) \gamma_j S_N \right). \tag{3.1}
\]

**Corollary 3.2.** Let \( N = b^m \) and \((w_j)_{j \geq 1}\) be as above and let 
\[ z = (b^{w_1}z_1, \ldots, b^{w_s}z_s) \in \mathbb{Z}_{N,w}^s \]
be constructed using Algorithm 1. Then the corresponding lattice point set has a weighted star discrepancy

\[
D_{N,\gamma}^*(z) \leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right)^{|u|} \right) + \frac{1}{2N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^\min\{w_j,m\} \right) \gamma_j S_N \right).
\]

**Proof.** Combining (1.2), (2.1) and Theorem 3.1 we immediately obtain the result.

To prove Theorem 3.1 we use the following
\textbf{Lemma 3.3.} Let \( N = b^m \), \((w_j)_{j \geq 1}\) and \( \mathcal{Z}_{N,w} \) be defined as above and recall from (2.4) the notation
\[
T_{N,w_j}(k) = \sum_{z_j \in \mathcal{Z}_{N,w_j}} \sum_{\substack{0 < h \leq \frac{N}{b^m} \setminus \{0\}}} e^{2\pi i h k w_j / N}.
\]
Then
\[
\sum_{k=1}^{N-1} \left| \frac{T_{N,w_j}(k)}{\mathcal{Z}_{N,w_j}} \right| \leq 2 \min \{ w_j, m \} S_N.
\] (3.2)

\textbf{Proof.} As before, we distinguish the two cases \( w_j \geq m \) and \( w_j < m \).

\textbf{Case 1:} \( w_j \geq m \). Then (2.15) yields
\[
\sum_{k=1}^{N-1} \left| \frac{T_{N,w_j}(k)}{\mathcal{Z}_{N,w_j}} \right| = \sum_{k=1}^{N-1} S_N = (N - 1) S_N \leq 2NS_N = 2 \min \{ w_j, m \} S_N.
\]

\textbf{Case 2:} \( w_j < m \). We use (2.15) and (2.8) to find
\[
\sum_{k=1}^{N-1} \left| \frac{T_{N,w_j}(k)}{\mathcal{Z}_{N,w_j}} \right| = \sum_{k=1}^{N-1} \left| \frac{T_{N,w_j}(k)}{\mathcal{Z}_{N,w_j}} \right| + \sum_{k=1}^{N-1} \left| \frac{T_{N,w_j}(k)}{\mathcal{Z}_{N,w_j}} \right|_{b^m - w_j | k}
\]
\[
= (b^{w_j} - 1) S_N + b^{w_j} \sum_{r=1}^{b^m - w_j - 1} \left| \frac{T_{N,w_j}(r)}{\mathcal{Z}_{N,w_j}} \right|.
\]

For any \( r \in \{1, \ldots, b^m - w_j - 1\} \) the condition \( \gcd(r, b^m - w_j) = b^\nu \) is equivalent to \( b^\nu \mid r \) and \( b^{\nu+1} \nmid r \) simultaneously. Using this we investigate the last sum in the above equation:
\[
\sum_{r=1}^{b^m - w_j - 1} \left| \frac{T_{N,w_j}(r)}{\mathcal{Z}_{N,w_j}} \right| = \frac{1}{\mathcal{Z}_{N,w_j}} \sum_{\nu=0}^{m-w_j-1} \sum_{\substack{r=1 \\text{b}^\nu \mid r \\text{b}^{\nu+1} \nmid r}}^{b^{w_j} - 1} \left| T_{N,w_j}(r) \right|.
\]

Once more with the aid of (2.15) this yields
\[
\sum_{r=1}^{b^m - w_j - 1} \left| \frac{T_{N,w_j}(r)}{\mathcal{Z}_{N,w_j}} \right| = \frac{1}{\mathcal{Z}_{N,w_j}} \sum_{\nu=0}^{m-w_j-1} \sum_{\substack{r=1 \\text{b}^\nu \mid r \\text{b}^{\nu+1} \nmid r}}^{b^\nu(b^{w_j+\nu} - S_{b^{w_j+\nu+1}})} \left| T_{N,w_j}(r) \right|
\]
\[
= \frac{1}{\mathcal{Z}_{N,w_j}} \sum_{\nu=0}^{m-w_j-1} \sum_{\substack{r=1 \\text{b}^\nu \mid r \\text{b}^{\nu+1} \nmid r}}^{b^\nu(b^{w_j+\nu+1} - S_{b^{w_j+\nu}})}.
\]
Analogously to (2.20) we find
\[ |\{ r \in \{1, \ldots, b^{m-w_j} - 1\} : b^r \mid r \text{ and } b^{r+1} \nmid r\} | = b^{m-w_j-\nu-1}(b - 1) \]
and hence
\[ \sum_{r=1}^{b^{m-w_j}-1} \frac{|T_{N,w_j}(r)|}{|Z_{N,w_j}|} = \sum_{\nu=0}^{m-w_j-1} (S_{b^{w_j+\nu+1}} - S_{b^{w_j+\nu}}) = S_N - S_{b^{w_j}}. \]
Altogether we have
\[ \sum_{k=1}^{N-1} \frac{|T_{N,w_j}(k)|}{|Z_{N,w_j}|} = (b^{w_j} - 1)S_N + b^{w_j}(S_N - S_{b^{w_j}}) \leq 2b^{w_j}S_N = 2b^{\min\{w_j,m\}}S_N \]
and the proof is complete. \(\square\)

With the aid of Lemma 3.3 we are able to prove Theorem 3.1 using induction on \(d\).

Proof. According to Algorithm 1 we set \(z_1 = 1\) in Step 1. We have to show that
\[ R_{N,\gamma}(b^{w_1}) \leq \frac{1}{N} \left( \beta_1 + \left(1 + 2b^{\min\{w_1,m\}}\right)\gamma_1S_N \right). \]
With (2.3) we have
\[ R_{N,\gamma}(b^{w_1}) = \frac{1}{N} \sum_{k=0}^{N-1} \left( \beta_1 + \gamma_1 \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i khb^{w_1}/N}}{|h|} \right) - \beta_1 \]
\[ = \frac{1}{N} \sum_{k=0}^{N-1} \gamma_1 \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i khb^{w_1}/N}}{|h|}. \]
Again, we consider the two cases \(w_1 \geq m\) and \(w_1 < m\) separately.

Case 1: \(w_1 \geq m\). Then
\[ R_{N,\gamma}(b^{w_1}) = \frac{1}{N} \sum_{k=0}^{N-1} \gamma_1 \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i khb^{w_1-m}}}{|h|} = \frac{1}{N} \gamma_1 NS_N \leq \frac{1}{N} \left(1 + \gamma_1 + 2N\gamma_1 S_N\right) \]
\[ = \frac{1}{N} \left( \beta_1 + \left(1 + 2b^{\min\{w_1,m\}}\right)\gamma_1S_N \right) \leq \frac{1}{N} \left( \beta_1 + \left(1 + 2b^{\min\{w_1,m\}}\right)\gamma_1S_N \right), \]
which is the desired result.
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Case 2: \(w_1 < m\). After interchanging the two sums, once more, we split up the inner sum as follows:

\[
R_{N,\gamma}^1(b^{w_1}) = \frac{\gamma_1}{N} \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|} \sum_{k=0}^{N-1} e^{2\pi i k h / b^{m-w_1}}
\]

\[
= \frac{\gamma_1}{N} \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|} \sum_{k=0}^{N-1} e^{2\pi i k h / b^{m-w_1}} + \frac{\gamma_1}{N} \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|} \sum_{k=0}^{N-1} e^{2\pi i k h / b^{m-w_1}}.
\]

Now we are able to compute the inner sums. The first one sums to \(N\), whereas the second one equals zero which can immediately be seen by applying the formula for finite geometric series. Thus

\[
R_{N,\gamma}^1(b^{w_1}) = \frac{\gamma_1}{N} \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|}.
\]

We use (2.13) to find

\[
R_{N,\gamma}^1(b^{w_1}) = \frac{\gamma_1}{N} b^{w_1} S_{\frac{N}{b^{m-w_1}}} = \frac{\gamma_1}{N} b^{w_1} S_{b^{w_1}}
\]

\[
\leq \frac{\gamma_1}{N} b^{w_1} S_N \leq \frac{1}{N} \left( \beta_1 + 2 b^{w_1} \gamma_1 S_N \right)
\]

\[
\leq \frac{1}{N} \left( \beta_1 + \left( 1 + 2 b^{\min\{w_1, m\}} \right) \gamma_1 S_N \right),
\]

as it is claimed.

Let \(d \in [s-1]\) and assume that we have some \(z \in \mathcal{Z}_{N,\gamma}^d\), such that

\[
R_{N,\gamma}^d(b^{w_1} z_1, \ldots, b^{w_d} z_d) \leq \frac{1}{N} \prod_{j=1}^{d} \left( \beta_j + \left( 1 + 2 b^{\min\{w_j, m\}} \right) \gamma_j S_N \right).
\]

We have to prove the existence of a \(z_{d+1} \in \mathcal{Z}_{N,\gamma}^{d+1}\) with

\[
R_{N,\gamma}^{d+1}(b^{w_1} z_1, \ldots, b^{w_d} z_d, b^{w_{d+1}} z_{d+1}) \leq \frac{1}{N} \prod_{j=1}^{d+1} \left( \beta_j + \left( 1 + 2 b^{\min\{w_j, m\}} \right) \gamma_j S_N \right).
\]
Using again (2.3) we have for any $z_{d+1} \in \mathbb{Z}_{N,w_{d+1}}$ that

$$R_{N,\gamma}^{d+1}(b^{w_1}z_1, \ldots, b^{w_d}z_d, b^{w_{d+1}}z_{d+1})$$

$$= \frac{1}{N} \sum_{k=0}^{N-1} \prod_{j=1}^{d} (\beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} e^{2\pi i h k b_j w_j z_j / N} |h|)$$

$$\times \left( \beta_{d+1} + \gamma_{d+1} \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} e^{2\pi i h k b_{d+1} w_{d+1} z_{d+1} / N} |h| \right) - \beta_{d+1} \prod_{j=1}^{d} \beta_j$$

$$= \beta_{d+1} R_{N,\gamma}^{d}(b^{w_1}z_1, \ldots, b^{w_d}z_d)$$

$$+ \frac{\gamma_{d+1}}{N} \sum_{k=0}^{N-1} \prod_{j=1}^{d} (\beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} e^{2\pi i h k b_j w_j z_j / N} |h|) - \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} e^{2\pi i h k b_{d+1} w_{d+1} z_{d+1} / N} |h|$$

$$= \beta_{d+1} R_{N,\gamma}^{d}(b^{w_1}z_1, \ldots, b^{w_d}z_d) + \frac{\gamma_{d+1} S_N}{N} \prod_{j=1}^{d} (\beta_j + \gamma_j S_N)$$

$$+ \frac{\gamma_{d+1}}{N} \sum_{k=1}^{N-1} \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} e^{2\pi i h k b_{d+1} w_{d+1} z_{d+1} / N} |h| \prod_{j=1}^{d} (\beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} e^{2\pi i h k b_j w_j z_j / N} |h|).$$

(3.3)

Next we consider the arithmetic mean of

$$\frac{R_{N,\gamma}^{d+1}(b^{w_1}z_1, \ldots, b^{w_d}z_d, b^{w_{d+1}}z)}{N} \text{ over all } z \in \mathbb{Z}_{N,w_{d+1}}.$$

As only the third summand in (3.3) depends on the $(d+1)$-st coordinate it suffices to investigate the mean of this summand. Clearly, if we have some upper bound for the mean over all

$$z \in \mathbb{Z}_{N,w_{d+1}}, \text{ there exists } z_{d+1} \in \mathbb{Z}_{N,w_{d+1}}$$

which satisfies this bound.
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Thus we study

$$\frac{1}{|\mathcal{Z}_{N,w_{d+1}}|} \sum_{z \in \mathcal{Z}_{N,w_{d+1}}} \frac{\gamma_{d+1}}{N} \sum_{k=1}^{N-1} \sum_{-\frac{N}{2} < h \leq \frac{N}{2} \atop h \neq 0} \frac{e^{2\pi i h k w_{d+1} z/N}}{|h|}$$

$$\times \prod_{j=1}^{d} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2} \atop h \neq 0} \frac{e^{2\pi i h j w_{d+1} z_j/N}}{|h|} \right).$$

We bound this term by its absolute value:

$$\left| \frac{1}{|\mathcal{Z}_{N,w_{d+1}}|} \sum_{z \in \mathcal{Z}_{N,w_{d+1}}} \frac{\gamma_{d+1}}{N} \sum_{k=1}^{N-1} \sum_{-\frac{N}{2} < h \leq \frac{N}{2} \atop h \neq 0} \frac{e^{2\pi i h k w_{d+1} z/N}}{|h|} \times \prod_{j=1}^{d} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2} \atop h \neq 0} \frac{e^{2\pi i h j w_{d+1} z_j/N}}{|h|} \right) \right| \leq \frac{\gamma_{d+1}}{N} \sum_{k=1}^{N-1} \frac{1}{|\mathcal{Z}_{N,w_{d+1}}|} \sum_{z \in \mathcal{Z}_{N,w_{d+1}}} \sum_{-\frac{N}{2} < h \leq \frac{N}{2} \atop h \neq 0} \frac{e^{2\pi i h k w_{d+1} z/N}}{|h|}$$

$$\times \prod_{j=1}^{d} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2} \atop h \neq 0} \left| e^{2\pi i h j w_{d+1} z_j/N} \right| \right)$$

$$\leq \frac{\gamma_{d+1}}{N} \sum_{k=1}^{N-1} |T_{N,w_{d+1}}(k)| \prod_{j=1}^{d} (\beta_j + \gamma_j S_N)$$

$$\leq \frac{\gamma_{d+1}}{N} 2b^{\min\{w_{d+1},m\}} S_N \prod_{j=1}^{d} (\beta_j + \gamma_j S_N),$$

where the last estimate stems from an application of Lemma 3.3. Combining this with (3.3) we have shown the existence of a $z_{d+1} \in \mathcal{Z}_{N,w_{d+1}}$ such that
\[ R_{N, \gamma}^{d+1}(b^{w_1}z_1, \ldots, b^{w_d}z_d, b^{w_{d+1}}z_{d+1}) \]
\[ \leq \beta_{d+1} R_{N, \gamma}^{d}(b^{w_1}z_1, \ldots, b^{w_d}z_d) \]
\[ + \frac{\gamma_{d+1} S_N}{N} \prod_{j=1}^{d} (\beta_j + \gamma_j S_N) \]
\[ + \frac{\gamma_{d+1}}{N} 2^{b_{\text{min}}\{w_{d+1},m\}} S_N \prod_{j=1}^{d} (\beta_j + \gamma_j S_N). \]

We use the induction hypothesis to find
\[ R_{N, \gamma}^{d+1}(b^{w_1}z_1, \ldots, b^{w_d}z_d, b^{w_{d+1}}z_{d+1}) \]
\[ \leq \frac{\beta_{d+1}}{N} \prod_{j=1}^{d} \left( \beta_j + \left( 1 + 2^{b_{\text{min}}\{w_j,m\}} \right) \gamma_j S_N \right) \]
\[ + \frac{\gamma_{d+1} S_N}{N} \prod_{j=1}^{d} (\beta_j + \gamma_j S_N) \left( 1 + 2^{b_{\text{min}}\{w_{d+1},m\}} \right) \]
\[ \leq \left( \beta_{d+1} + \left( 1 + 2^{b_{\text{min}}\{w_{d+1},m\}} \right) \gamma_{d+1} S_N \right) \]
\[ \times \frac{1}{N} \prod_{j=1}^{d} \left( \beta_j + \left( 1 + 2^{b_{\text{min}}\{w_j,m\}} \right) \gamma_j S_N \right) \]
\[ = \frac{1}{N} \prod_{j=1}^{d+1} \left( \beta_j + \left( 1 + 2^{b_{\text{min}}\{w_j,m\}} \right) \gamma_j S_N \right), \]
which completes the proof. \(\square\)

4. The reduced fast CBC construction

By now we have seen how we can construct a generating vector of a lattice point set with low weighted star discrepancy with a reduced CBC construction as in the previous section. Now we study the construction cost of this algorithm. In fact the CBC algorithm given in Section 3 can be made faster to construct generating vectors for relatively large \(N\) and \(s\). To show this we follow closely [2] and [12].
Let \( d \in [s - 1] \) and assume that we have already found \((b^{w_1}z_1, \ldots, b^{w_d}z_d)\). Then we have (cf. (2.3))

\[
R^d_{N, \gamma}(b^{w_1}z_1, \ldots, b^{w_d}z_d) = \frac{1}{N} \sum_{k=0}^{N-1} \prod_{j=1}^{d} \left( \beta_j + \gamma_j \frac{\sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} e^{2\pi i hkb^{w_j}z_j/N}}{|h|} \right) - \prod_{j=1}^{d} \beta_j.
\]

Define \( r(h) = \max \{1, |h|\} \). Then

\[
\beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}, h \neq 0} e^{2\pi i hkb^{w_j}z_j/N} = \beta_j + \gamma_j \left( \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} e^{2\pi i hkb^{w_j}z_j/N} \frac{r(h)}{r(h)} - 1 \right)
\]

\[
= 1 + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} e^{2\pi i hkb^{w_j}z_j/N} \frac{r(h)}{r(h)}.
\]

Hence we have

\[
R^d_{N, \gamma}(b^{w_1}z_1, \ldots, b^{w_d}z_d) = \frac{1}{N} \sum_{k=0}^{N-1} \prod_{j=1}^{d} \left( 1 + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} e^{2\pi i hkb^{w_j}z_j/N} \frac{r(h)}{r(h)} \right) - \prod_{j=1}^{d} \beta_j
\]

\[
= \frac{1}{N} \sum_{k=0}^{N-1} \eta_d(k) - \prod_{j=1}^{d} \beta_j,
\]

(4.1)

where we have defined

\[
\eta_d(k) = \prod_{j=1}^{d} \left( 1 + \gamma_j \phi \left( \frac{kb^{w_j}z_j}{N} \right) \right)
\]

and

\[
\phi(x) = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} e^{2\pi i h x} r(h).
\]

However, this is exactly the situation as dealt with in [12, Section 4.2]. Thus we know that \( \phi \left( \frac{kb^{w_j}z_j}{N} \right) \) takes on at most \( N \) different values, namely

\[
\phi(0), \phi \left( \frac{1}{N} \right), \ldots, \phi \left( \frac{N-1}{N} \right),
\]

which can be computed in \( O(N \log N) \) operations and stored in a memory space of size \( O(N) \), as demonstrated in [12, Section 4.2].
Next we investigate one actual step of the CBC construction. Assuming that we have already found \((b_{w_1}z_1, \ldots, b_{w_d}z_d) \in \mathcal{Z}^d_{N,w}\) we have to minimize

\[ R^{d+1}_{N,N,\gamma}(b_{w_1}z_1, \ldots, b_{w_d}z_d, b_{w_{d+1}}z_{d+1}) \]

as a function of \(z \in \mathcal{Z}_{N,w_{d+1}}\) to find \(z_{d+1} \in \mathcal{Z}_{N,w_{d+1}}\). For \(w_{d+1} \geq m\) we just set \(z_{d+1} = 1\) and we are done. Therefore let \(w_{d+1} < m\). Considering (4.1) we have

\[
\begin{align*}
R^{d+1}_{N,N,\gamma}(b_{w_1}z_1, \ldots, b_{w_d}z_d, b_{w_{d+1}}z_{d+1}) &= \frac{1}{N} N - \sum_{k=0}^{N-1} \eta_d(k) \phi \left( \frac{kb_{w_{d+1}}z_{d+1}}{N} \right) - \prod_{j=1}^{d+1} \beta_j \\
&= \frac{1}{N} \eta_d(k) \left(1 + \gamma_{d+1} \phi \left( \frac{kb_{w_{d+1}}z_{d+1}}{N} \right) \right) - \prod_{j=1}^{d+1} \beta_j \\
&= \frac{1}{N} \sum_{k=0}^{N-1} \eta_d(k) \left(1 + \gamma_{d+1} \phi \left( \frac{kb_{w_{d+1}}z_{d+1}}{N} \right) \right) - \prod_{j=1}^{d+1} \beta_j.
\end{align*}
\]

It is obviously enough to minimize \(\sum_{k=0}^{N-1} \eta_d(k) \phi \left( \frac{kb_{w_{d+1}}z_{d+1}}{N} \right)\). To do this we proceed analogously to [2]. We define the matrix

\[ A = \left( \phi \left( \frac{kb_{w_{d+1}}z}{N} \right) \right)_{z \in \mathcal{Z}_{N,w_{d+1}}, k \in \{0, \ldots, N-1\}}, \]

the vector

\[ \eta_d = (\eta_d(0), \eta_d(1), \ldots, \eta_d(N-1))^\top \]

and

\[ T_d(z) = \sum_{k=0}^{N-1} \eta_d(k) \phi \left( \frac{kb_{w_{d+1}}z}{N} \right). \]

Then

\[ A \eta_d = T_d(z) := (T_d(z))_{z \in \mathcal{Z}_{N,w_{d+1}}}. \]

We can display the matrix \(A\) as

\[ A = \left( \Omega^{(m-w_{d+1})}, \ldots, \Omega^{(m-w_{d+1})} \right), \]

with

\[ \Omega^{(l)} = \left( \phi \left( \frac{kb}{b_l} \right) \right)_{z \in \mathcal{Z}_{b^l,0}, k \in \{0, \ldots, b^l-1\}}. \]
Again analogously to [2] we obtain the following reduced fast CBC algorithm.

**Algorithm 2.**

a) Compute \( \phi \left( \frac{r}{N} \right) \) for all \( r = 0, \ldots, N - 1 \).

b) Set \( \eta_1(k) = 1 + \gamma_1 \phi \left( \frac{k b w_1 z_1}{N} \right) \) for \( k = 0, \ldots, N - 1 \).

c) Set \( z_1 = 1 \). Set \( d = 2 \) and recall that we have defined \( t = \max \{ j : w_j < m \} \). While \( d \leq \min \{ s, t \} \),

1. partition \( \eta_{d-1} \) into \( b w_d \) vectors \( \eta_{d-1}^{(1)}, \ldots, \eta_{d-1}^{(b w_d)} \) of length \( b m - w_d \) and let \( \eta' = \eta_{d-1}^{(1)} + \cdots + \eta_{d-1}^{(b w_d)} \) denote their sum,

2. let \( T_d(z) = \Omega^{(m - w_d)} \eta' \),

3. let \( z_d = \arg \min_z T_d(z) \),

4. let \( \eta_d(k) = \eta_{d-1}(k) \left( 1 + \gamma_d \phi \left( \frac{k b w_d z_d}{N} \right) \right) \) for \( k = 0, \ldots, N - 1 \),

5. increase \( d \) by 1.

If \( s > t \), then set \( z_{t+1} = \cdots = z_s = 1 \). Then we have

\[
R^s_{N, \gamma} (b w_1 z_1, \ldots, b w_s z_s) = \frac{1}{N} \sum_{k=0}^{N-1} \gamma_s(k) - \prod_{j=1}^{s} \beta_j.
\]

Using [2, 12, 18, 19] we find that Algorithm 2 has a construction cost of

\[
O \left( N \log N + \min \{ s, t \} N + N \sum_{d=1}^{\min \{ s, t \}} (m - w_d)b^{-w_d} \right)
\]

operations, in comparison to \( O(sN \log N) \) operations for the standard CBC algorithm used for example in [20].

5. Conditions for strong polynomial tractability

Let \( z = (b w_1 z_1, \ldots, b w_s z_s) \in \mathbb{Z}_{N, w}^s \) be constructed with Algorithm 1 or 2 and consider the corresponding lattice rule. We are interested in conditions for tractability of the weighted star discrepancy of such lattice point sets. From (1.2) and (1.3) we know

\[
D^s_{N, \gamma} (z) \leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right)^{|u|} \right) + \frac{1}{2} R^s_{N, \gamma} (z).
\]
For now, let us assume that the $\gamma_j b^{w_j}$'s are summable, i.e.,

$$\sum_{j=1}^{\infty} \gamma_j b^{w_j} < \infty.$$  

Similar to Joe and Sinescu in [9] and [20], we see that in this case

$$D^*_N,\gamma(z) \leq \frac{\max\{1, \Gamma\} \exp \left( \sum_{j=1}^{\infty} \gamma_j \right)}{N} + \frac{1}{2} R^*_N,\gamma(z),$$

where

$$\Gamma = \sum_{j=1}^{\infty} \frac{\gamma_j}{1 + \gamma_j} < \infty.$$  

In particular, considering our assumption that the $\gamma_j b^{w_j}$'s are summable, the constant

$$\max\{1, \Gamma\} \exp \left( \sum_{j=1}^{\infty} \gamma_j \right)$$

is indeed finite.

Theorem 3.1 yields

$$R^*_N,\gamma(z) \leq \frac{1}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j S_N \right)$$

and hence we have

$$D^*_N,\gamma(z) \leq \frac{1 + \max\{1, \Gamma\} \exp \left( \sum_{j=1}^{\infty} \gamma_j \right)}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j S_N \right)$$

$$= \frac{c_\gamma}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j S_N \right), \quad (5.1)$$

with $c_\gamma = 1 + \max\{1, \Gamma\} \exp \left( \sum_{j=1}^{\infty} \gamma_j \right)$ independent of $s$. We study the right-hand side of (5.1)

$$\frac{c_\gamma}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j S_N \right)$$

$$\leq \frac{c_\gamma}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j 2 \left( \log \left\lfloor \frac{N}{2} \right\rfloor + 1 \right) \right)$$

$$\leq \frac{c_\gamma}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j 4 \log N \right)$$

$$= \frac{c_\gamma}{N} \prod_{j=1}^{s} \left( 1 + \gamma_j \left( 1 + 4 \left( 1 + 2b^{\min\{w_j, m\}} \right) \log N \right) \right), \quad (5.2)$$
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where we have used

$$S_N = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|} \leq 2 \sum_{h=1}^{\left\lceil \frac{N}{2} \right\rceil} \frac{1}{h} \leq 2 \log \left( \frac{N}{2} \right) + 2 \leq 4 \log N.$$  

The second to last inequality is a well-known estimate for partial sums of the harmonic series.

Now we have

$$\frac{c_\gamma}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b_{\min \{w_j, m\}} \right) \gamma_j S_N \right) \leq \frac{c_\gamma}{N} \prod_{j=1}^{s} \left( 1 + \gamma_j \left( 1 + 4(1 + 2w_j) \log N \right) \right) \leq \frac{c_\gamma}{N} \prod_{j=1}^{s} \left( 1 + 13 \gamma_j b_{w_j} \log N \right).$$

Define

$$\sigma_d := 13 \sum_{j=d+1}^{\infty} \gamma_j b_{w_j} \quad \text{for} \quad d \geq 0.$$  

From [4, p. 222] or [6, Lemma 3] we know that

$$\prod_{j=1}^{s} \left( 1 + 13 \gamma_j b_{w_j} \log N \right) \leq \left( 1 + \sigma_d^{-1} \right)^d N^{(\sigma_0+1)\sigma_d}.$$  

For $0 < \delta < 1$ choose $d$ large enough such that $\sigma_d \leq \frac{\delta}{\sigma_0+1}$. Then

$$\prod_{j=1}^{s} \left( 1 + 13 \gamma_j b_{w_j} \log N \right) \leq \tilde{c}_{\gamma, \delta} N^\delta,$$

where $\tilde{c}_{\gamma, \delta}$ is independent of $s$ and $N$. Thus we have

$$R_{N, \gamma}^s(z) \leq c_{\gamma, \delta} N^{\delta - 1},$$

with $c_{\gamma, \delta} = c_\gamma \cdot \tilde{c}_{\gamma, \delta}$ independent of $s$ and $N$. We obtain $c_{\gamma, \delta} N^{\delta - 1} \leq \varepsilon$ and thus

$$D_{N, \gamma}^s(z) \leq \varepsilon \quad \text{if} \quad N \geq \left( c_{\gamma, \delta \varepsilon}^{-1} \right)^{\frac{1}{1-\delta}}.$$  

Hence, if the $\gamma_j b_{w_j}$’s are summable, we always achieve strong polynomial tractability.

**Remark 2.** Whether the conditions on the $\gamma_j$’s and $w_j$’s can be mitigated while at least polynomial tractability still holds remains an unresolved problem.
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ABSTRACT. We study quasi-Monte Carlo integration in a weighted anchored Sobolev space. As the underlying integration nodes we consider Halton sequences in prime bases \( p = (p_1, \ldots, p_s) \) which are shifted with a \( p \)-adic shift based on \( p \)-adic arithmetic. The error is studied in the worst-case setting. In a recent paper, Hellekalek together with the authors of this article proved optimal error bounds in the root mean square sense, where the mean was extended over the uncountable set of all possible \( p \)-adic shifts. Here we show that candidates for good shifts can in fact be chosen from a finite set and can be found by a component-by-component algorithm.

Communicated by Arne Winterhof

1. Introduction

We study the problem of approximating the value of the integral \( I_s(f) := \int_{[0,1]^s} f(x) \, dx \) of functions \( f \) belonging to a reproducing kernel Hilbert space \( \mathcal{H}(K) \) of functions \( f : [0,1]^s \to \mathbb{R} \). One way of numerically approximating \( I_s(f) \) is to employ a quasi-Monte Carlo (QMC) rule,

\[
Q_{N,s}(f) := \frac{1}{N} \sum_{n=0}^{N-1} f(x_n),
\]

where \( P_{N,s} = \{x_0, x_1, \ldots, x_{N-1}\} \) is a set of \( N \) deterministically chosen points in \([0,1]^s\). It is well known (see, e.g., [3, 4, 10, 12, 15]) that point sets which are
in some way evenly distributed in the unit cube yield a low integration error when applying the corresponding QMC rules for approximating $I_s(f)$.

We study the error of QMC rules in the worst-case setting. The worst-case error of an algorithm $Q_{N,s}$ based on nodes $P_{N,s}$ is defined as the worst integration error over the unit ball of $H(K)$, i.e.,

$$e_{N,s}(P_{N,s}, K) = \sup_{f \in H(K) : \|f\|_K \leq 1} |I_s(f) - Q_{N,s}(f)|.$$

An essential question in the theory of QMC methods is how the sample nodes $P_{N,s}$ of a QMC rule $Q_{N,s}$ should be chosen.

**Shifted Halton sequences.** In this paper we focus on a special kind of point sequences underlying a QMC rule, namely Halton sequences (cf. [5]) whose definition is based on the radical inverse function. Let $p \geq 2$ be an integer, $\mathbb{N} = \{1, 2, 3, \ldots\}$, and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. For $n \in \mathbb{N}_0$, let $n = n_0 + n_1 p + n_2 p^2 + \cdots$ be the base $p$ expansion of $n$ (which is of course finite) with digits $n_i \in \{0, 1, \ldots, p-1\}$ for $i \geq 0$. The radical inverse function $\phi_p : \mathbb{N}_0 \to [0, 1)$ in base $p$ is defined by

$$\phi_p(n) := \sum_{r=0}^{\infty} \frac{n_r}{p^{r+1}}.$$

Halton sequences can be defined for any dimension $s \in \mathbb{N}$. Let $p_1, \ldots, p_s \geq 2$ be $s$ integers, and let $p = (p_1, \ldots, p_s)$. Then the $s$-dimensional Halton sequence $H_p$ in bases $p_1, \ldots, p_s$ is defined to be the sequence $H_p = (x_n)_{n \geq 0} \subseteq [0, 1)^s$, where

$$x_n = (\phi_{p_1}(n), \phi_{p_2}(n), \ldots, \phi_{p_s}(n)), \quad \text{for } n \in \mathbb{N}_0.$$

It is well known (see, e.g., [3, 12]) that Halton sequences have good distribution properties if and only if the bases $p_1, \ldots, p_s$ are mutually relatively prime, and for the sake of simplicity we assume throughout the rest of the paper that $p = (p_1, \ldots, p_s)$ consists of $s$ mutually different prime numbers.

We also introduce a method of randomizing the elements of the Halton sequence which is referred to as a $p$-adic shift. This special case of randomization is based on arithmetic over the $p$-adic numbers and is perfectly suited for Halton sequences $H_p$.

Let $p$ be a prime number. We define the set of $p$-adic numbers as the set of formal sums

$$\mathbb{Z}_p = \left\{ z = \sum_{r=0}^{\infty} z_r p^r : z_r \in \{0, 1, \ldots, p-1\} \text{ for all } r \in \mathbb{N}_0 \right\}.$$
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Clearly $\mathbb{N}_0 \subseteq \mathbb{Z}_p$. For two nonnegative integers $y, z \in \mathbb{N}_0 \subseteq \mathbb{Z}_p$, the sum $y + z \in \mathbb{Z}_p$ is defined as the usual sum of integers. The addition can be extended to all $p$-adic numbers. The set $\mathbb{Z}_p$ with this addition, which we denote by $+_{\mathbb{Z}_p}$, then forms an abelian group.

As an extension of the radical inverse function defined above, we define the so-called Monna map $\phi_p : \mathbb{Z}_p \to [0, 1)$ by $\phi_p(z) := \sum_{r=0}^{\infty} \frac{z_r}{p^{r+1}} \pmod{1}$

whose restriction to $\mathbb{N}_0$ is exactly the radical inverse function in base $p$. In order to keep the used notation at a minimum we denote both, the Monna map and the radical inverse function, by $\phi_p$. We also define the inverse $\phi_p^+ : [0, 1) \to \mathbb{Z}_p$ by $\phi_p^+ \left( \sum_{r=0}^{\infty} \frac{x_r}{p^{r+1}} \right) := \sum_{r=0}^{\infty} x_r p^r$,

where we always use the finite $p$-adic representation for $p$-adic rationals in $[0, 1)$. By a $p$-adic rational, we understand a number in $[0, 1)$ that can be represented by a finite $p$-adic expansion.

For a prime number $p$ and for $x \in [0, 1)$ we consider the following $p$-adic shifts:

- **$p$-adic shift:** for $\sigma \in [0, 1)$, we define $x \oplus_p \sigma \in [0, 1)$ to be
  
  $$x \oplus_p \sigma = \phi_p \left( \phi_p^+ (x) + z_p \phi_p^+ (\sigma) \right).$$

- **simplified $p$-adic shift:** for $m \in \mathbb{N}$ and $\sigma \in [0, 1)$, we write $x \oplus_{p,m}^\text{smp} \sigma$ to be the truncation of $x \oplus_p \sigma$ to the $m$ most significant digits, i.e., if $\phi_p^+ (x) + z_p \phi_p^+ (\sigma) = \sum_{r=0}^{\infty} y_r p^r \in \mathbb{Z}_p$, then
  
  $$x \oplus_{p,m}^\text{smp} \sigma = \phi_p \left( \sum_{r=0}^{m-1} y_r p^r \right).$$

- **mid-simplified $p$-adic shift:** for $m \in \mathbb{N}$ and $\sigma \in [0, 1)$, we write
  
  $$x \oplus_{p,m}^\text{mid} \sigma = (x \oplus_{p,m}^\text{smp} \sigma) + \frac{1}{2p^m}.$$ 

If the choice of $m$ is clear from the context, we may often omit $m$ in the notation $\oplus_{p,m}^\text{smp}$ and $\oplus_{p,m}^\text{mid}$ and write $\oplus_{p}^\text{smp}$ and $\oplus_{p}^\text{mid}$ instead.

In the $s$-variate case, for given bases $\mathbf{p} = (p_1, \ldots, p_s)$, a given point $\mathbf{x} = (x_1, \ldots, x_s) \in [0, 1)^s$, and given $\mathbf{\sigma} = (\sigma_1, \ldots, \sigma_s) \in [0, 1)^s$ and $\mathbf{m} = (m_1, \ldots, m_s) \in \mathbb{N}^s$, the above shifts are defined component-wise and we write $\mathbf{x} \oplus_{p} \mathbf{\sigma} \in [0, 1)^s$, $\mathbf{x} \oplus_{p,m}^\text{smp} \mathbf{\sigma}$ and $\mathbf{x} \oplus_{p,m}^\text{mid} \mathbf{\sigma}$, respectively.

For a point set $Y = \{ y_n : n = 0, \ldots, N - 1 \}$ we write $Y \oplus \mathbf{\sigma} := \{ y_n \oplus \mathbf{\sigma} : n = 0, \ldots, N - 1 \}$ where $\oplus$ is either $\oplus_{p}$, $\oplus_{p,m}^\text{smp}$, or $\oplus_{p,m}^\text{mid}$.
A weighted Sobolev space. In this paper, we are going to consider the problem of numerical integration of functions $f$ that belong to a weighted anchored Sobolev space. Before we give the definition we introduce some notation which we require for the following: assume that $\gamma = (\gamma_j)_{j=1}^{\infty}$ is a non-increasing sequence of positive weights, where $1 \geq \gamma_1 \geq \gamma_2 \geq \cdots$. These weights are used in order to model the influence of the different variables of the integrands, an idea which was introduced by Sloan and Woźniakowski [17]. For $s \in \mathbb{N}$ let $[s] := \{1, \ldots, s\}$. For $u \subseteq [s]$, $x_u$ denotes the projection of $x \in [0, 1]^s$ onto $[0, 1]^{|u|}$ consisting of the components whose indices are contained in $u$. Furthermore we write $(x_u, 1) \in [0, 1]^s$ for the point where those components of $x$ whose indices are not in $u$ are replaced by 1.

We consider a weighted anchored Sobolev space $\mathcal{H}(K_{s, \gamma})$ with anchor $1 = (1, 1, \ldots, 1)$ consisting of functions on $[0, 1]^s$ whose first mixed partial derivatives are square integrable. This space is a reproducing kernel Hilbert space with kernel function

$$K_{s, \gamma}(x, y) = \prod_{j=1}^{s} (1 + \gamma_j \min(1 - x_j, 1 - y_j)) \quad \text{for } x, y \in [0, 1]^s,$$

where $x = (x_1, x_2, \ldots, x_s)$ and $y = (y_1, y_2, \ldots, y_s)$. The inner product is given by

$$\langle f, g \rangle_{K_{s, \gamma}} = \sum_{u \subseteq [s]} \gamma_u^{-1} \int_{[0,1]^{|u|}} \frac{\partial^{|u|} f}{\partial x_u} (x_u, 1) \frac{\partial^{|u|} g}{\partial x_u} (x_u, 1) \, dx_u.$$

Here $\gamma_u = \prod_{j \in u} \gamma_j$; in particular $\gamma_0 = 1$. Furthermore, we denote by $\frac{\partial^{|u|} h}{\partial x_u}$ the derivative of a function $h$ with respect to the $x_j$ with $j \in u$. The norm in $\mathcal{H}(K_{s, \gamma})$ is given by $\|f\|_{K_{s, \gamma}} = \sqrt{\langle f, f \rangle_{K_{s, \gamma}}}$. The Sobolev space $\mathcal{H}(K_{s, \gamma})$ has been studied frequently in the literature (see, among many references, e.g., [1, 2, 7, 9, 11, 13, 17, 18]).

It is well known that the squared worst-case integration error in a reproducing kernel Hilbert space can be expressed in terms of the kernel function. In the particular case of the kernel $K_{s, \gamma}$, it is easily derived with the help of [3, Proposition 2.11] that for $P_{N, s} = \{x_0, \ldots, x_{N-1}\}$ in $[0, 1]^s$, where $x_n = (x_{n,1}, \ldots, x_{n,s})$ for $n = 0, 1, \ldots, N - 1$, we have

$$e_{N, s}^2(P_{N, s}, K_{s, \gamma}) = \prod_{i=1}^{s} \left(1 + \frac{\gamma_i}{3}\right) - \frac{2}{N} \sum_{n=0}^{N-1} \prod_{i=1}^{s} \left(1 + \frac{\gamma_i}{2} (1 - x_{n,i}^2)\right)$$

$$+ \frac{1}{N^2} \sum_{n, h=0}^{N-1} \prod_{i=1}^{s} \left(1 + \gamma_i \min(1 - x_{n,i}, 1 - x_{h,i})\right).$$
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Hence the worst-case error can be computed at a cost of \( O(sN^2) \) arithmetic operations.

In [7] the authors studied the root mean square worst-case error in \( \mathcal{H}(K_{s,\gamma}) \) of the \( p \)-adically shifted Halton sequence extended over all \( p \)-adic shifts, i.e.,

\[
\hat{e}_{N,s}(H_p, K_{s,\gamma}) := \sqrt{\mathbb{E}_\sigma [e_{N,s}^2(H_p \oplus_p \sigma, K_{s,\gamma})]}.
\]

We remark that there are some relations of \( \hat{e}_{N,s} \) to other figures of merit like the weighted \( L_2 \)-discrepancy or the worst-case error in a certain reproducing kernel Hilbert space which is based on the so-called \( p \)-adic function system (see [7] for more information). The latter one is a generalization of the \( p \)-adic diaphony which was introduced by Hellekalek [6] (see also [14]).

The following result is the main result of [7].

**Theorem 1** ([7, Theorem 1]). Let \( N \geq 2 \). We have

\[
[\hat{e}_{N,s}(H_p, K_{s,\gamma})]^2 
\leq \frac{1}{N^2} \left[ \prod_{j=1}^{s} \left( 1 + \gamma_j (\log N) \frac{p_j^2}{\log p_j} \right) + \prod_{j=1}^{s} \left( 1 + \frac{\gamma_j}{2} \right) \prod_{j=1}^{s} \left( 1 + \frac{\gamma_j p_j}{6} \right) \right].
\]

(3)

In particular, if \( \sum_{j=1}^{\infty} \gamma_j \frac{p_j^2}{\log p_j} < \infty \), then for any \( \delta > 0 \) we have

\[
\hat{e}_{N,s}(H_p, K_{s,\gamma}) \ll_{\delta, \gamma, p} \frac{1}{N^{1-\delta}},
\]

where the implied constant is independent of the dimension \( s \).

The bound (3) is, up to log-factors, optimal. For a further discussion of the result, especially with respect to the dependence on the dimension \( s \) we refer to [7]. Theorem 1 can also be interpreted in the “deterministic” sense that for every fixed \( N \geq 2 \) there exists a \( p \)-adic shift \( \sigma \in [0,1]^s \) such that the squared worst-case error of the initial \( N \) elements of the corresponding \( p \)-adically shifted Halton sequence satisfies the bound (3). The problem with this interpretation is that the \( p \)-adic shift has to be chosen from an uncountable set, namely the \( s \)-dimensional unit cube. This is a big drawback if one wants to effectively find good \( p \)-adic shifts.

It is the aim of this short paper to show that it suffices to choose the \( p \)-adic shifts, which yield an upper bound of the form (3), from a finite set. This set of possible candidates has size \( N^s \) which is of course huge already for moderately large \( s \) or \( N \). However we also show that in principle good shifts can be found by a component-by-component (CBC) algorithm. This idea is borrowed from the construction of good lattice point sets which goes back to Korobov [8] and
to Sloan and Reztsov [16], and which is nowadays used in a multitude of papers. With this “adaptive search” the search space is only of a size of order $O(sN)$.

The rest of the paper is structured as follows: In Section 2 we prove some auxiliary results. The CBC construction of $p$-adic shifts as well as the statement and proof of the main results of this paper are presented in Section 3.

2. Auxiliary results

We use the following notation: for $p \in \mathbb{N}$ and $m \in \mathbb{N}_0$ let

$$\mathbb{Q}(p^m) := \{ ap^{-m} : a = 0, 1, \ldots, p^m - 1 \}.$$ 

We now show the following lemma.

**Lemma 1.** Let $H_{p,N}$ be the point set consisting of the first $N$ elements of $H_p$ and let $m \in \mathbb{N}$ be minimal such that $N < p^m$. Furthermore, let $\sigma_m \in \mathbb{Q}(p^m)$.

Then it is true that

$$e^{2}_{N,1}(H_{p,N} \oplus_{p^m} \mathbb{Q}(p^m), K_{1,\gamma_1}) \leq p^m \int_0^{p^m} e^{2}_{N,1}(H_{p,N} \oplus_{p} (\sigma_m + \delta), K_{1,\gamma_1}) d\delta.$$ 

**Proof.** Let $H_{p,N} = \{ h_0, h_1, \ldots, h_{N-1} \}$. From (2) we obtain

$$p^m \int_0^{p^m} e^{2}_{N,1}(H_{p,N} \oplus_{p} (\sigma_m + \delta), K_{1,\gamma_1}) d\delta,$$

$$= \left( 1 + \frac{\gamma_1}{3} \right) - \frac{2}{N} \sum_{n=0}^{N-1} p^m \int_0^{p^m} \left( 1 + \frac{\gamma_1}{2} \left( 1 - (h_n \oplus_{p} (\sigma_m + \delta))^2 \right) \right) d\delta,$$

$$+ \frac{1}{N^2} \sum_{n=0}^{N-1} p^m \int_0^{p^m} \left( 1 + \gamma_1 \left( 1 - (h_n \oplus_{p} (\sigma_m + \delta)) \right) \right) d\delta$$

$$+ \frac{1}{N^2} \sum_{n,k=0}^{N-1} p^m \int_0^{p^m} \left( 1 + \gamma_1 \min \left\{ 1 - (h_n \oplus_{p} (\sigma_m + \delta)), \right. \right.$$

$$\left. 1 - (h_k \oplus_{p} (\sigma_m + \delta)) \right\} \right) d\delta.$$

For given $n \in \{ 0, 1, \ldots, N-1 \}$, let us now analyze the quantity

$$h_n \oplus_{p} (\sigma_m + \delta) = \phi_{p}(h_n) + \phi_{p}^{+}(\sigma_m + \delta).$$
COMPONENT-BY-COMPONENT CONSTRUCTION OF SHIFTED HALTON SEQUENCES

The base $p$ expansion of $h_n$ is of the form $h_n = \sum_{r=1}^{m} \frac{h_n^{(r)}}{p^r}$, since $N < p^m$. Furthermore, the base $p$ expansions of $\sigma_m$ and $\delta$, respectively, are of the form

$$\sigma_m = \sum_{r=0}^{m-1} \frac{\sigma^{(r)}}{p^{r+1}} \quad \text{and} \quad \delta = \sum_{r=m}^{\infty} \frac{\delta^{(r)}}{p^{r+1}},$$

due to the assumptions on $\sigma_m$ and $\delta$. Consequently,

$$\phi_p^+(h_n) = \sum_{r=0}^{m-1} h_n^{(r)} p^r$$

and

$$\phi_p^+(\sigma_m + \delta) = \phi_p^+(\sigma_m) + z_p \phi_p^+(\delta) = \sum_{r=0}^{m-1} \sigma^{(r)} p^r + z_p \sum_{r=m}^{\infty} \delta^{(r)} p^r.$$

Let

$$\phi_p^+(h_n) + z_p \phi_p^+(\sigma_m) = \sum_{r=0}^{m} y_r p^r$$

with $y_r \in \{0, 1, \ldots, p-1\}$. Then we obtain

$$\phi_p^+(h_n) + z_p \phi_p^+(\sigma_m + \delta) = \sum_{r=0}^{m-1} y_r p^r + z_p y_m p^m + z_p \phi_p^+(\delta).$$

Note that $\sum_{r=0}^{m-1} y_r p^r$ is the truncation of the $p$-adic sum $\phi_p^+(h_n) + z_p \phi_p^+(\sigma_m)$ to the first $m$ digits. Hence

$$\phi_p \left( \sum_{r=0}^{m-1} y_r p^r \right) = h_n \oplus_p^{\text{sm}} \sigma_m.$$

For short we write

$$\xi(h_n, \sigma_m) := \phi_p(y_{m+1} p^m).$$

Note that $\phi_p^+(\xi(h_n, \sigma_m)) = y_{m+1} p^m$. Hence we can write

$$h_n \oplus_p (\sigma_m + \delta) = \phi_p \left( \phi_p^+(h_n) + z_p \phi_p^+(\sigma_m + \delta) \right) = (h_n \oplus_p^{\text{sm}} \sigma_m) + (\xi(h_n, \sigma_m) \oplus \delta).$$

From this we obtain

$$p^m \int_0^{p^{-m}} 1 + \frac{\gamma_1}{2} \left( 1 - (h_n \oplus_p (\sigma_m + \delta))^2 \right) d\delta$$

$$= p^m \int_0^{p^{-m}} 1 + \frac{\gamma_1}{2} \left( 1 - \left( h_n \oplus_p^{\text{sm}} \sigma_m + (\xi(h_n, \sigma_m) \oplus \delta) \right)^2 \right) d\delta.$$
We now use [7, Lemma 3], which states that for any $f \in L^2([0, 1])$ and any $y \in [0, 1)$, we have
\[
\int_0^1 f(x) \, dx = \int_0^1 f(x \oplus_p y) \, dx.
\] (4)

This yields
\[
p^m \int_0^{p^{-m}} 1 + \frac{\gamma_1}{2} \left( 1 - \left( h_n \oplus_p (\sigma_m + \delta) \right)^2 \right) \, d\delta
= p^m \int_0^{p^{-m}} 1 + \frac{\gamma_1}{2} \left( 1 - \left( (h_n \oplus_p^{\text{sm}} \sigma_m) + \delta \right)^2 \right) \, d\delta
= 1 + \frac{\gamma_1}{2} \left( 1 - (h_n \oplus_p^{\text{sm}} \sigma_m)^2 \right) - \frac{1}{p^m} \frac{\gamma_1}{2} (h_n \oplus_p^{\text{sm}} \sigma_m) - \frac{1}{p^{2m}} \frac{\gamma_1}{6}.
\]

Furthermore, in a similar fashion,
\[
p^m \int_0^{p^{-m}} 1 + \gamma_1 \left( 1 - \left( h_n \oplus_p (\sigma_m + \delta) \right) \right) \, d\delta
= p^m \int_0^{p^{-m}} 1 + \gamma_1 \left( 1 - \left( (h_n \oplus_p^{\text{sm}} \sigma_m) + \xi(h_n, \sigma_m) \oplus_p \delta \right) \right) \, d\delta
= 1 + \gamma_1 \left( 1 - (h_n \oplus_p^{\text{sm}} \sigma_m) \right) \, d\delta
= -\gamma_1 \frac{1}{p^m} + 1 + \gamma_1 - \gamma_1 (h_n \oplus_p^{\text{sm}} \sigma_m).
\]

Finally, let us deal with the expression
\[
p^m \int_0^{p^{-m}} 1 + \gamma_1 \min \left\{ 1 - \left( h_n \oplus_p (\sigma_m + \delta) \right), 1 - \left( h_k \oplus_p (\sigma_m + \delta) \right) \right\} \, d\delta
\] (5)

with $k \neq n$. Note that, as $k \neq n$, we cannot have $h_n \oplus_p (\sigma_m + \delta) = h_k \oplus_p (\sigma_m + \delta)$. Suppose that
\[
h_n \oplus_p (\sigma_m + \delta) < h_k \oplus_p (\sigma_m + \delta). \tag{6}
\]

Using the notation introduced above, we can rewrite (6) as
\[
(h_n \oplus_p^{\text{sm}} \sigma_m) + (\xi(h_n, \sigma_m) \oplus_p \delta) < (h_k \oplus_p^{\text{sm}} \sigma_m) + (\xi(h_k, \sigma_m) \oplus_p \delta).
\]

Again, since $k \neq n$, we cannot have
\[
(h_n \oplus_p^{\text{sm}} \sigma_m) = (h_k \oplus_p^{\text{sm}} \sigma_m),
\]
as this would also imply $\xi(h_n, \sigma_m) = \xi(h_k, \sigma_m)$, and so would yield a contradiction to (6). Furthermore, it cannot be the case that
\[
(h_n \oplus_p^{\text{sm}} \sigma_m) > (h_k \oplus_p^{\text{sm}} \sigma_m),
\]
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since \(\xi(h_n, \sigma_m), \xi(h_k, \sigma_m) \in [0, p^{-m})\), and so we would also end up with a contradiction to (6). Therefore, we see that (6) automatically implies
\[
(h_n \oplus_p^{\text{smp}} \sigma_m) < (h_k \oplus_p^{\text{smp}} \sigma_m).
\]
(7)

Suppose now, on the other hand, that (7) holds. Then, since \(\xi(h_n, \sigma_m)\) and \(\xi(h_k, \sigma_m)\) are in \([0, p^{-m})\), also (6) must hold. We have thus shown that (6) and (7) are equivalent.

Suppose now in the analysis of (5) that (6) holds, i.e.,
\[
p^m \int_0^{p^{-m}} 1 + \gamma_1 \min \left\{ 1 - (h_n \oplus_p (\sigma_m + \delta)), 1 - (h_k \oplus_p (\sigma_m + \delta)) \right\} \, d\delta
\]
\[
= p^m \int_0^{p^{-m}} 1 + \gamma_1 \left( 1 - (h_k \oplus_p (\sigma_m + \delta)) \right) \, d\delta
\]
\[
= p^m \int_0^{p^{-m}} 1 + \gamma_1 \left( 1 - \left( h_n \oplus_p^{\text{smp}} \sigma_m \right) + \xi(h_k, \sigma_m) + \xi(h_k, \sigma_m) \oplus \delta \right) \, d\delta.
\]

Using the equivalence between (6) and (7), and again (4), we see that the latter expression equals
\[
p^m \int_0^{p^{-m}} \left( 1 + \gamma_1 \min \left\{ 1 - (h_n \oplus_p^{\text{smp}} \sigma_m), 1 - (h_k \oplus_p^{\text{smp}} \sigma_m) \right\} - (\xi(h_k, \sigma_m) \oplus \delta) \right) \, d\delta
\]
\[
= p^m \int_0^{p^{-m}} 1 + \gamma_1 \left( 1 - (h_n \oplus_p^{\text{smp}} \sigma_m), 1 - (h_k \oplus_p^{\text{smp}} \sigma_m) \right) \, d\delta
\]
\[
= -\frac{\gamma_1}{2} \frac{1}{p^m} + 1 + \gamma_1 \min \left\{ 1 - (h_n \oplus_p^{\text{smp}} \sigma_m), 1 - (h_k \oplus_p^{\text{smp}} \sigma_m) \right\}.
\]

A similar argument holds if the converse of (6) holds.

Putting all of these observations together, we obtain
\[
p^m \int_0^{p^{-m}} e_{N,1}(H_{P,N} \oplus_p (\sigma_m + \delta), K_{1, \gamma_1}) \, d\delta = \left( 1 + \frac{\gamma_1}{3} \right)
\]
\[
- \frac{2}{N} \sum_{n=0}^{N-1} \left( 1 + \frac{\gamma_1}{2} (1 - (h_n \oplus_p^{\text{smp}} \sigma_m)^2) - \frac{\gamma_1}{2} \frac{1}{p^m} (h_n \oplus_p^{\text{smp}} \sigma_m) - \frac{1}{p^{2m}} \frac{\gamma_1}{6} \right)
\]
\[
+ \frac{1}{N^2} \sum_{n=0}^{N-1} \left( -\frac{\gamma_1}{2} \frac{1}{p^m} + 1 + \gamma_1 - \gamma_1 (h_n \oplus_p^{\text{smp}} \sigma_m) \right)
\]
\[
+ \frac{1}{N^2} \sum_{n,k=0}^{N-1} \left( -\frac{\gamma_1}{2} \frac{1}{p^m} + 1 + \gamma_1 \min \left\{ 1 - (h_n \oplus_p^{\text{smp}} \sigma_m), 1 - (h_k \oplus_p^{\text{smp}} \sigma_m) \right\} \right).
\]
\[
\geq \left(1 + \frac{\gamma_1}{3}\right) - \frac{2}{N} \sum_{n=0}^{N-1} \left(1 + \frac{\gamma_1}{2} \left(1 - (h_n \oplus_p^{\text{sm}} \sigma_m)^2\right) - \frac{\gamma_1}{2} \frac{1}{2p^m} 2(h_n \oplus_p^{\text{sm}} \sigma_m) - \frac{\gamma_1}{2} \frac{1}{4p^{2m}}\right) \\
+ \frac{1}{N^2} \sum_{n=0}^{N-1} \left(1 + \gamma_1 \left(1 - \left(h_n \oplus_p^{\text{sm}} \sigma_m + \frac{1}{2p^m}\right)\right)\right) \\
+ \frac{1}{N^2} \sum_{n,k=0\atop n \neq k}^{N-1} \left(1 + \gamma_1 \min\left\{1 - \left(h_n \oplus_p^{\text{sm}} \sigma_m + \frac{1}{2p^m}\right), 1 - \left(h_k \oplus_p^{\text{sm}} \sigma_m + \frac{1}{2p^m}\right)\right\}\right)
\]

= \left(1 + \frac{\gamma_1}{3}\right) - \frac{2}{N} \sum_{n=0}^{N-1} \left(1 + \frac{\gamma_1}{2} \left(1 - (h_n \oplus_p^{\text{mid}} \sigma_m)^2\right)\right) \\
+ \frac{1}{N^2} \sum_{n,k=0\atop n \neq k}^{N-1} \left(1 + \gamma_1 \min\{1 - (h_n \oplus_p^{\text{mid}} \sigma_m), 1 - (h_k \oplus_p^{\text{mid}} \sigma_m)\}\right)
= e_{N,1}^2(H_{p,N} \oplus_p^{\text{mid}} \sigma_m, K_{1,\gamma_1}).
\]

The result follows.

For two point sets
\[X = \{x_0, \ldots, x_{N-1}\} \text{ in } [0,1)^{s_1} \text{ and } Y = \{y_0, \ldots, y_{N-1}\} \text{ in } [0,1)^{s_2}\]
we write \((X,Y)\) to denote the point set consisting of the concatenated points
\[(x_k, y_k) = (x_{k,1}, \ldots, x_{k,s_1}, y_{k,1}, \ldots, y_{k,s_2}) \in [0,1)^{s_1+s_2}\text{ for } k = 0,1,\ldots, N-1.\]
Using this notation, we have the following result.

**Lemma 2.** Let \(P_{s,N}\) be a point set of \(N\) points in \([0,1)^s\). Let \(H_{p,N}\) be as in Lemma 1 and let \(m \in \mathbb{N}\) be minimal such that \(N < p^m\). Furthermore, let \(\sigma_m \in \mathbb{Q}(p^m)\). Then it is true that
\[e_{N,s+1}^2 \left((P_{s,N}, H_{p,N} \oplus_p^{\text{mid}} \sigma_m), K_{s+1,\gamma}\right) \leq p^m \int_0^{p^{-m}} e_{N,s+1}^2 \left(\left(P_{s,N}, H_{p,N} \oplus_p (\sigma_m + \delta)\right), K_{s+1,\gamma}\right) d\delta.\]

**Proof.** The proof is similar to that of Lemma 1. \(\square\)
3. The CBC construction

In this section, we analyze the following CBC construction of a mid-simplified \( p \)-adic shift to obtain \( p \)-adically shifted Halton sequences with a low integration error.

Throughout this section, let \( s, N \in \mathbb{N} \) be given and let \( p = (p_1, \ldots, p_s) \) with pairwise distinct prime components \( p_j \). For \( j \in [s] \) let \( m_j \in \mathbb{N} \) be minimal such that \( N < p_j^{m_j} \). Let \( H_{p,N} \) be the point set consisting of the first \( N \) elements of \( H_p \). To stress the dependence of the worst-case error on the \( p \)-adic shift we write in the following

\[
e_{N,s}(\sigma) := e_{N,s}(H_{p,N} \oplus \text{mid}_p \sigma, K_s, \gamma) \quad \text{for } \sigma \in \mathbb{Q}(p_1^{m_1}) \times \cdots \times \mathbb{Q}(p_s^{m_s}).
\]

We propose the following algorithm.

**Algorithm 1.**

(1) Choose \( \sigma_1 \in \mathbb{Q}(p_1^{m_1}) \) to minimize \( e_{N,1}^2(\sigma) \) as a function of \( \sigma \).

(2) For \( 1 \leq d \leq s - 1 \), assume that \( \sigma_1, \ldots, \sigma_d \) have already been found. Choose

\[
\sigma_{d+1} \in \mathbb{Q}(p_d^{m_{d+1}})
\]

to minimize

\[
e_{N,d+1}^2((\sigma_1, \ldots, \sigma_d, \sigma)) \quad (8)
\]

as a function of \( \sigma \).

(3) If \( d \leq s - 1 \) increase \( d \) by 1 and go to Step 2, otherwise stop.

**Remark 1.** We remark that Algorithm 1 makes the main result in [7] much more explicit, as the algorithm only needs to check a countable number of possible candidates for the \( p \)-adic shift. A slight drawback of our method is that the effective CBC construction of good \( p \)-adic shifts has a cost of \( O(s^2N^3) \) operations, which is still large. Using a probabilistic version of Algorithm 1 leads to a reduction of a factor \( N \) in the construction cost, see Algorithm 2. Further improvements with respect to the construction cost are a demanding problem for future research.

The following theorem states that Algorithm 1 yields \( p \)-adically shifted Halton sequences with a low integration error. Note that the error bound is of the same order as the one in Theorem 1.
THEOREM 2. Let the notation be as above, and let $d \in [s]$. Assume that 

$$\sigma_s = (\sigma_1, \ldots, \sigma_s)$$

has been constructed according to Algorithm 1. Then 

$$e_{N,d}(\sigma_d) \leq \frac{1}{N} \left( \prod_{j=1}^{d} \left( 1 + 2\gamma_j (\log N) \frac{p_j^2}{\log p_j} \right) + \prod_{j=1}^{d} (1 + \gamma_j) \prod_{j=1}^{d} \left( 1 + \frac{\gamma_j p_j}{6} \right) \right)^{1/2},$$

where $\sigma_d := (\sigma_1, \ldots, \sigma_d)$.

Proof. We show the result by induction on $d$. For $d = 1$ we have 

$$\int_0^1 e_{N,1}^2 (H_{p_1,N} + p_1 \sigma, K_{1,\gamma_1}) \, d\sigma$$

$$= \frac{1}{p_{m_1}} \sum_{\ell=0}^{p_{m_1}^{m_1} - 1} \int_{\ell/p_{m_1}}^{(\ell+1)/p_{m_1}} e_{N,1}^2 \left( H_{p_1,N} + \frac{\ell}{p_{m_1}} + \delta, K_{1,\gamma_1} \right) \, d\delta$$

$$\geq \frac{1}{p_{m_1}} \sum_{\ell=0}^{p_{m_1}^{m_1} - 1} e_{N,1}^2 \left( \frac{\ell}{p_{m_1}} \right),$$

where we applied Lemma 1. Hence there exists a $\sigma'_1 \in \mathbb{Q}(p_{m_1})$ such that 

$$e_{N,1}^2 (\sigma'_1) \leq \int_0^1 e_{N,1}^2 (H_{p_1,N} + p_1 \sigma, K_{1,\gamma_1}) \, d\sigma$$

$$\leq \frac{1}{N^2} \left( 1 + 2\gamma_1 (\log N) \frac{p_1^2}{\log p_1} + (1 + \gamma_1) \left( 1 + \frac{\gamma_1 p_1}{6} \right) \right),$$

where we used [7, Theorem 1] for the second inequality. Since $\sigma_1$ is chosen by Algorithm 1 to minimize $e_{N,1}^2 (\sigma)$, it follows that the result holds for $d = 1$.

Suppose the result has already been shown for some fixed $d \in [s-1]$. Assume that $\sigma_d = (\sigma_1, \ldots, \sigma_d)$ has been obtained by the CBC algorithm. Since $\sigma_{d+1}$ is chosen in order to minimize the squared error (8), we have (where we write with some abuse of notation $(\sigma_d, \sigma_{d+1}) := (\sigma_1, \ldots, \sigma_d, \sigma_{d+1})$) 

$$e_{N,d+1}^2 ((\sigma_d, \sigma_{d+1})) \leq \frac{1}{p_{m_{d+1}}^{m_{d+1}}} \sum_{\ell=0}^{p_{m_{d+1}}^{m_{d+1}} - 1} e_{N,d+1}^2 \left( \frac{\ell}{p_{d+1}} \right).$$
Using Lemma 2, we now see that, for any $v \in \{0, \ldots, p_{d+1}^{m+d+1} - 1\}$,

$$\frac{1}{p_{d+1}} \epsilon_{N,d+1}^2 \left( \left( \sigma_d, \frac{v}{p_{d+1}^{m+d+1}} \right) \right) \leq \int e_{N,d+1}^2 \left( \left( H_{p_d,N} \oplus_{p_{d+1}} \sigma_d, H_{p_{d+1},N} \oplus_{p_{d+1}} \left( \frac{v}{p_{d+1}^{m+d+1}} + \delta \right) \right), \gamma_{d+1,\sigma} \right) d\delta,$$

where the integral is between 0 and $p_{d+1}^{-m+d+1}$ and where $p_d := (p_1, \ldots, p_d)$. Hence

$$e_{N,d+1}^2((\sigma_d, \sigma_{d+1})) \leq \int_0^1 e_{N,d+1}^2((H_{p_d,N} \oplus_{p_{d+1}} \sigma_d, H_{p_{d+1},N} \oplus_{p_{d+1}} \sigma), \gamma_{d+1,\sigma}) d\sigma.$$

We denote the points of $H_{p_d,N} \oplus_{p_{d+1}} \sigma_d$ by $x_n = (x_{n,1}, \ldots, x_{n,d})$, and the points of $H_{p_{d+1},N}$ by $h_n$. Due to (2), we obtain

$$\int_0^1 e_{N,d+1}^2((H_{p_d,N} \oplus_{p_{d+1}} \sigma_d, H_{p_{d+1},N} \oplus_{p_{d+1}} \sigma), \gamma_{d+1,\sigma}) d\sigma = \prod_{j=1}^{d+1} \left( 1 + \frac{\gamma_j}{3} \right)$$

$$- \frac{2}{N} \sum_{n=0}^{N-1} \left[ \prod_{j=1}^{d} \left( 1 + \frac{\gamma_j}{2} (1 - x_{n,j}^2) \right) \right] \int_0^1 \left( 1 + \frac{\gamma_{d+1}}{2} (1 - (h_n \oplus_{p_{d+1}} \sigma)^2) \right) d\sigma$$

$$+ \frac{1}{N^2} \sum_{n,k=0}^{N-1} \left[ \prod_{j=1}^{d} \left( 1 + \gamma_j \min\{1 - x_{n,j}, 1 - x_{k,j}\} \right) \right]$$

$$\times \int_0^1 \left( 1 + \gamma_{d+1} \min\{1 - (h_n \oplus_{p_{d+1}} \sigma), 1 - (h_k \oplus_{p_{d+1}} \sigma)\} \right) d\sigma.$$

Let now

$$I_1 := \int_0^1 \left( 1 + \frac{\gamma_{d+1}}{2} (1 - (h_n \oplus_{p_{d+1}} \sigma)^2) \right) d\sigma,$$

and

$$I_2 := \int_0^1 \left( 1 + \gamma_{d+1} \min\{1 - (h_n \oplus_{p_{d+1}} \sigma), 1 - (h_k \oplus_{p_{d+1}} \sigma)\} \right) d\sigma.$$

Using (4), we obtain

$$I_1 = \int_0^1 \left( 1 + \frac{\gamma_{d+1}}{2} (1 - \sigma^2) \right) d\sigma = 1 + \frac{\gamma_{d+1}}{3}.$$

Let us now deal with $I_2$. Applying Proposition 2 in [7] yields that

$$I_2 = \sum_{\ell=0}^{\infty} \gamma_{p_{d+1},\gamma_{d+1}(\ell)} \beta_{\ell}(h_n) \beta_{\ell}(h_k),$$
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where for \( \ell = \ell_{a-1} t_{d+1}^{-1} + \cdots + \ell_1 t_{d+1} + \ell_0 \) with \( \ell_{a-1} \neq 0 \) we have

\[
\begin{align*}
    r_{p_{d+1}, \gamma_{d+1}} &= \begin{cases} 
        1 + \frac{\gamma_{d+1}}{3} & \text{if } \ell = 0, \\
        \frac{\gamma_{d+1}}{2p_{d+1}} \left( \sin^2(\ell_{a-1} \pi / p_{d+1}) - \frac{1}{3} \right) & \text{if } \ell \neq 0.
    \end{cases}
\end{align*}
\]

Altogether, we obtain

\[
e_{N,d+1}(\sigma_d, \sigma_{d+1})^2 \leq \prod_{j=1}^{d+1} \left( 1 + \frac{\gamma_j}{3} \right) - \frac{2}{N} \sum_{n=0}^{N-1} \left[ \prod_{j=1}^{d+1} \left( 1 + \frac{\gamma_j}{2} \left( 1 - x_{n,j}^2 \right) \right) \right] \left( 1 + \frac{\gamma_{d+1}}{3} \right)
\]

\[
+ \frac{1}{N^2} \sum_{n,k=0}^{N-1} \left[ \prod_{j=1}^{d+1} \left( 1 + \gamma_j \min\{1 - x_{n,j}, 1 - x_{k,j}\} \right) \right]
\]

\[
\times \sum_{\ell=0}^{\infty} r_{p_{d+1}, \gamma_{d+1}}(\ell) \beta_\ell(h_n) \beta_\ell(h_k)
\]

\[
= \left( 1 + \frac{\gamma_{d+1}}{3} \right) \left[ \prod_{j=1}^{d+1} \left( 1 + \frac{\gamma_j}{3} \right) - \frac{2}{N} \sum_{n=0}^{N-1} \prod_{j=1}^{d+1} \left( 1 + \frac{\gamma_j}{2} \left( 1 - x_{n,j}^2 \right) \right) \right]
\]

\[
+ \frac{1}{N^2} \sum_{n,k=0}^{N-1} \left[ \prod_{j=1}^{d+1} \left( 1 + \gamma_j \min\{1 - x_{n,j}, 1 - x_{k,j}\} \right) \right]
\]

\[
\times \sum_{\ell=0}^{\infty} r_{p_{d+1}, \gamma_{d+1}}(\ell) \beta_\ell(h_n) \beta_\ell(h_k)
\]

\[
= \left( 1 + \frac{\gamma_{d+1}}{3} \right) e_{N,d}^2(\sigma_d) + T,
\]

where

\[
T := \frac{1}{N^2} \sum_{n,k=0}^{N-1} \left[ \prod_{j=1}^{d+1} \left( 1 + \gamma_j \min\{1 - x_{n,j}, 1 - x_{k,j}\} \right) \right]
\]

\[
\times \sum_{\ell=1}^{\infty} r_{p_{d+1}, \gamma_{d+1}}(\ell) \beta_\ell(h_n) \beta_\ell(h_k).
\]

Since \( \min\{1 - x_{n,j}, 1 - x_{k,j}\} \leq 1 \) we obviously have

\[
T \leq \left( \prod_{j=1}^{d} \left( 1 + \gamma_j \right) \right) \sum_{\ell=1}^{\infty} r_{p_{d+1}, \gamma_{d+1}}(\ell) \left[ \frac{1}{N} \sum_{n=0}^{N-1} \beta_\ell(h_n) \right]^2.
\]

(9)
COMPONENT-BY-COMPONENT CONSTRUCTION OF SHIFTED HALTON SEQUENCES

From the proof of [7, Theorem 1], it can easily be derived that

$$\sum_{\ell=1}^{\infty} r_{p_{d+1}, \gamma_{d+1}}(\ell) \left| \frac{1}{N} \sum_{n=0}^{N-1} \beta_\ell(h_n) \right|^2 \leq \frac{1}{N^2} \frac{\gamma_{d+1} p_{d+1}^2}{2} + \frac{\gamma_{d+1} p_{d+1}^2}{6 p_{d+1}^3} \left( 1 + \frac{\gamma_{d+1}}{2} \right),$$

for arbitrarily chosen $g \in \mathbb{N}_0$. By choosing $g = \lfloor 2 \log_{p_{d+1}} N \rfloor$ and inserting into (10), we arrive at

$$T \leq \frac{1}{N^2} \prod_{j=1}^{d} \left( 1 + \gamma_j \right) \left( \left( \gamma_{d+1}(\log N) \frac{p_{d+1}^2}{\log p_{d+1}} \right) \prod_{j=1}^{d} \left( 1 + 2 \gamma_j(\log N) \frac{p_j^2}{\log p_j} \right) \right)$$

$$+ \frac{\gamma_{d+1} p_{d+1}}{6} \prod_{j=1}^{d+1} \left( 1 + \gamma_j \right) \prod_{j=1}^{d} \left( 1 + \frac{\gamma_j p_j}{6} \right).$$

(11)

On the other hand, we have, using the induction assumption,

$$\left( 1 + \frac{\gamma_{d+1}}{3} \right) e_{N,d}(\sigma_d)$$

$$\leq \left( 1 + \frac{\gamma_{d+1}}{3} \right) \frac{1}{N^2} \left( \prod_{j=1}^{d} \left( 1 + 2 \gamma_j(\log N) \frac{p_j^2}{\log p_j} \right) + \prod_{j=1}^{d} \left( 1 + \gamma_j \right) \prod_{j=1}^{d} \left( 1 + \frac{\gamma_j p_j}{6} \right) \right)$$

$$\leq \frac{1}{N^2} \left( \left( 1 + \gamma_{d+1}(\log N) \frac{p_{d+1}^2}{\log p_{d+1}} \right) \prod_{j=1}^{d} \left( 1 + 2 \gamma_j(\log N) \frac{p_j^2}{\log p_j} \right) \right)$$

$$+ \prod_{j=1}^{d+1} \left( 1 + \gamma_j \right) \prod_{j=1}^{d} \left( 1 + \frac{\gamma_j p_j}{6} \right).$$

(12)

Combining equations (11) and (12), and inserting into (9), we obtain

$$e_{N,d+1}(\sigma_d, \sigma_{d+1})$$

$$\leq \frac{1}{N^2} \left( \prod_{j=1}^{d+1} \left( 1 + 2 \gamma_j(\log N) \frac{p_j^2}{\log p_j} \right) + \prod_{j=1}^{d+1} \left( 1 + \gamma_j \right) \prod_{j=1}^{d+1} \left( 1 + \frac{\gamma_j p_j}{6} \right) \right).$$

Taking the square root we obtain the result for $d + 1$, and the theorem is shown.
We also propose the following randomized algorithm.

**Algorithm 2.** Let \( c \in \mathbb{N} \) such that \( c \leq p_i^{m_i} \) for all \( i \in [s] \).

1. Randomly choose \( c \) shifts \( \tilde{\sigma}_1, \ldots, \tilde{\sigma}_c \in \mathbb{Q}(p_1^{m_1}) \), where \( \tilde{\sigma}_1, \ldots, \tilde{\sigma}_c \) are uniformly i.i.d. Set \( \sigma_1 = \tilde{\sigma}_u \), where \( u \in \{1, 2, \ldots, c\} \) is the value of \( w \) which minimizes \( e_{N,1}^2(\tilde{\sigma}_w) \) over \( w \in \{1, 2, \ldots, c\} \).

2. For \( 1 \leq d \leq s - 1 \), assume that \( \sigma_1, \ldots, \sigma_d \) have already been found. Randomly choose \( c \) shifts \( \tilde{\sigma}_1, \ldots, \tilde{\sigma}_c \in \mathbb{Q}(p_d^{m_d+1}) \), where \( \tilde{\sigma}_1, \ldots, \tilde{\sigma}_c \) are uniformly i.i.d. Set \( \sigma_{d+1} = \tilde{\sigma}_u \), where \( u \in \{1, 2, \ldots, c\} \) is the value of \( w \) which minimizes \( e_{N,d+1}^2((\sigma_1, \ldots, \sigma_d, \tilde{\sigma}_w)) \) over \( w \in \{1, 2, \ldots, c\} \).

3. If \( d \leq s - 1 \) increase \( d \) by 1 and go to Step 2, otherwise stop.

**Remark 2.** We remark that Algorithm 2 has a reduced construction cost of \( O(cs^2N^2) \) operations. This means, if \( c \) is fixed and small compared to \( N \) we save a factor of \( N \) in the construction cost compared to Algorithm 1. This reduction is penalized by a slightly worse error estimate which now only holds with a certain probability. This is the essence of the following theorem.

**Theorem 3.** Let \( t \geq 1 \). The probability that the vector \( \sigma_s = (\sigma_1, \ldots, \sigma_s) \) constructed by Algorithm 2 satisfies

\[
e_{N,d}(\sigma_d) \leq \frac{t}{N} \left( \prod_{j=1}^{d} \left( 1 + 2\gamma_j (\log N) \frac{p_j^2}{\log p_j} \right) + \prod_{j=1}^{d} (1 + \gamma_j) \prod_{j=1}^{d} \left( 1 + \frac{\gamma_j p_j}{6} \right) \right)^{1/2}
\]

for all \( d \in [s] \), where \( \sigma_d := (\sigma_1, \ldots, \sigma_d) \), is at least

\[
\left( 1 - \frac{1}{t^{2c}} \right)^s \geq 1 - \frac{s}{t^{2c}}.
\]

**Proof.** For \( d \in [s] \) let

\[
L_{d,N} := \prod_{j=1}^{d} \left( 1 + 2\gamma_j (\log N) \frac{p_j^2}{\log p_j} \right) + \prod_{j=1}^{d} (1 + \gamma_j) \prod_{j=1}^{d} \left( 1 + \frac{\gamma_j p_j}{6} \right).
\]

According to the proof of Theorem 2 we have

\[
\frac{1}{p_1^{m_1}} \sum_{\ell=0}^{p_1^{m_1}-1} e_{N,1}^2 \left( \frac{\ell}{p_1^{m_1}} \right) \leq \frac{1}{N^2} L_{1,N}.
\]
COMPONENT-BY-COMPONENT CONSTRUCTION OF SHIFTED HALTON SEQUENCES

Using Markov’s inequality we obtain that for all $t \geq 1$ we have

$$\frac{1}{p_{m_1}^{m_1}} \left| \left\{ \sigma \in \mathbb{Q}(p_{m_1}^{m_1}) : e_{N,1}(\sigma) \leq \frac{t}{N^2} L_{1,N} \right\} \right| \geq 1 - \frac{1}{t},$$

which can be re-written as

$$\frac{1}{p_{m_1}^{m_1}} \left| \left\{ \sigma \in \mathbb{Q}(p_{m_1}^{m_1}) : e_{N,1}(\sigma) \leq \frac{t}{N} L_{1/2,N}^{1/2} \right\} \right| \geq 1 - \frac{1}{t^2}.$$

Hence the probability that at least one of $\tilde{\sigma}_1, \ldots, \tilde{\sigma}_c$ satisfies

$$e_{N,1}(\tilde{\sigma}_w) \leq \frac{t}{N} L_{1/2,N}^{1/2}$$

is at least $1 - t^{-2c}$.

Furthermore it was shown in the proof of Theorem 2 that under the assumption

$$e^2_{n,d}(\sigma_d) \leq \frac{1}{N^2} L_{d,N}$$

we have

$$\frac{1}{p_{d+1}^{m_{d+1}}} \sum_{v=0}^{m_{d+1}-1} e^2_{N,d+1} \left( \left( \sigma_d, \frac{v}{p_{d+1}^{m_{d+1}}} \right) \right) \leq \frac{1}{N^2} L_{d+1,N}^{1/2}.$$

Using Markov’s inequality again we obtain for $t \geq 1$

$$\frac{1}{p_{d+1}^{m_{d+1}}} \left| \left\{ \sigma \in \mathbb{Q}(p_{d+1}^{m_{d+1}}) : e_{N,d+1}(\sigma) \leq \frac{t}{N} L_{d+1,N}^{1/2} \right\} \right| \geq 1 - \frac{1}{t^2}.$$

Hence the probability that at least one of $\tilde{\sigma}_1, \ldots, \tilde{\sigma}_c$ satisfies

$$e_{N,d+1}(\tilde{\sigma}_w) \leq \frac{t}{N} L_{d+1,N}^{1/2}$$

is at least $1 - t^{-2c}$. Hence the result follows. \( \square \)
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ON THE DISTRIBUTION
OF POWERS OF REAL NUMBERS MODULO 1
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ABSTRACT. Given a strictly increasing sequence of positive real numbers tending to infinity \((q_n)_{n=1}^{\infty}\), and an arbitrary sequence of real numbers \((r_n)_{n=1}^{\infty}\). We study the set of \(\alpha \in (1, \infty)\) for which \(\lim_{n \to \infty} \|\alpha^{q_n} - r_n\| = 0\). In [3] Dubickas showed that whenever \(\lim_{n \to \infty} (q_{n+1} - q_n) = \infty\), there always exists a transcendental \(\alpha\) for which \(\lim_{n \to \infty} \|\alpha^{q_n} - r_n\| = 0\). Adapting the approach of Bugeaud and Moshchevitin [2], we improve upon this result and show that whenever \(\lim_{n \to \infty} (q_{n+1} - q_n) = \infty\), then for any interval \(I \subset (1, \infty)\) the set of \(\alpha \in I\) satisfying \(\lim_{n \to \infty} \|\alpha^{q_n} - r_n\| = 0\) is of Hausdorff dimension 1.

Communicated by Arturas Dubickas

1. Introduction

It is a well known result of Koksma that for almost every \(\alpha \in (1, \infty)\) the sequence \(\{\alpha^n\}_{n=1}^{\infty}\) is uniformly distributed modulo 1 [7]. Here and throughout almost every is meant with respect to the Lebesgue measure, and \(\{\cdot\}\) denotes the fractional part of a real number. It is a long standing problem to determine the set of \(\alpha \in (1, \infty)\) for which \(\lim_{n \to \infty} \|\alpha^n\| = 0\), where \(\|\cdot\|\) denotes the distance to the nearest integer. The only known examples of numbers satisfying this property are Pisot numbers, that is algebraic integers whose Galois conjugates all have modulus strictly less than 1. It was shown independently by Hardy [5] and Pisot [9], that if \(\alpha\) is an algebraic number and \(\lim_{n \to \infty} \|\alpha^n\| = 0\), then \(\alpha\) is a Pisot number. Moreover, Pisot in [8] showed that there are only countably many \(\alpha \in (1, \infty)\) satisfying \(\lim_{n \to \infty} \|\alpha^n\| = 0\). This naturally leads to the question:

Is there a transcendental \(\alpha \in (1, \infty)\) satisfying \(\lim_{n \to \infty} \|\alpha^n\| = 0\)?

2010 Mathematics Subject Classification: 11K06, 11K31.
Keywords: Powers of a real number, Uniform distribution.
This question is highly non-trivial and currently out of our reach.

In this paper, instead of studying the distribution of the sequence \( \{\alpha\}, \{\alpha^2\}, \{\alpha^3\}, \ldots \), we consider the distribution of the sequence \( \{\alpha\}, \{\alpha^4\}, \{\alpha^5\}, \ldots \), or more generally \( \{\alpha^{q_1}\}, \{\alpha^{q_2}\}, \{\alpha^{q_3}\}, \ldots \) where \( (q_n)_{n=1}^\infty \) is a strictly increasing sequence of positive real numbers tending to infinity. We emphasise that the \( q_n \) are not necessarily natural numbers. We remark that if \( \liminf_{n \to \infty} (q_{n+1} - q_n) > 0 \), then for almost every \( \alpha \in (1, \infty) \) the sequence \( (\{\alpha^{q_n}\})_{n=1}^\infty \) is uniformly distributed modulo 1. The proof of this statement is a simple adaptation of the proof of Theorem 1.10 in [1]. All of the sequences we will be considering shall satisfy \( \liminf_{n \to \infty} (q_{n+1} - q_n) > 0 \).

We are interested in the set of \( \alpha \in (1, \infty) \) for which \( (\{\alpha^{q_n}\})_{n=1}^\infty \) is not uniformly distributed modulo 1. In particular, the set of \( \alpha \in (1, \infty) \) for which \( \lim_{n \to \infty} \|\alpha^{q_n}\| = 0 \), or more generally the set of \( \alpha \in (1, \infty) \) which satisfy \( \lim_{n \to \infty} \|\alpha^{q_n} - r_n\| = 0 \), where \( (r_n)_{n=1}^\infty \) is an arbitrary sequence of real numbers. Let

\[
E(q_n, r_n) := \left\{ \alpha \in (1, \infty) : \lim_{n \to \infty} \|\alpha^{q_n} - r_n\| = 0 \right\}.
\]

In [3], Dubickas showed that whenever \( \lim_{n \to \infty} (q_{n+1} - q_n) = \infty \), then it is possible to construct a transcendental \( \alpha \) contained in \( E(q_n, r_n) \). Note that the \( \alpha \) he constructs is always larger than 2. Our main result is the following.

**Theorem 1.1.** Let \( (q_n)_{n=1}^\infty \) be a strictly increasing sequence of positive real numbers satisfying \( \lim_{n \to \infty} (q_{n+1} - q_n) = \infty \), and let \( (r_n)_{n=1}^\infty \) be an arbitrary sequence of real numbers. Then for any interval \( I \subset (1, \infty) \) the set of \( \alpha \in I \) satisfying \( \lim_{n \to \infty} \|\alpha^{q_n} - r_n\| = 0 \) is of Hausdorff dimension 1.

The proof we give of Theorem 1.1 is based upon the approach of Bugeaud and Moshchevitin [2], which in turn is based upon the approach of Vijayaraghavan [10]. They show that for any \( \epsilon > 0 \) and \( (r_n)_{n=1}^\infty \) a sequence of real numbers, there exists a set of Hausdorff dimension 1 for which \( \|\alpha^n - r_n\| < \epsilon \) for all \( n \geq 1 \). The set of \( \alpha \in (1, \infty) \) which satisfy \( \|\alpha^n - r_n\| < \epsilon \) for all \( n \) sufficiently large is studied further in [6].

Given \( (\{\alpha^{q_n}\})_{n=1}^\infty \) is uniformly distributed modulo 1 for almost every \( \alpha \in (1, \infty) \), Theorem 1.1 is somewhat surprising in that it states that there exists a set, which in some sense is as large as we could hope for, which exhibits completely the opposite behaviour of uniform distribution. Indeed, taking \( (r_n)_{n=1}^\infty \) to be the constant sequence \( r_n = \kappa \) for some \( \kappa \in (0, 1) \), then for any interval \( I \subset (1, \infty) \) the set of \( \alpha \in I \) satisfying \( \lim_{n \to \infty} \{\alpha^{q_n}\} = \kappa \) is of Hausdorff dimension 1.
2. Proof of Theorem 1.1

We prove Theorem 1.1 via a Cantor set construction. To help our exposition we briefly recall some of the theory from [4] on this type of construction. Let \( E_1 \subset \mathbb{R} \) be an arbitrary closed interval and \( E_1 \supset E_2 \supset E_3 \supset \cdots \) be a decreasing sequence of sets, where each \( E_n \) is a finite union of disjoint closed intervals, where each element of \( E_n \) contains at least two elements of \( E_{n+1} \), and the maximum length of the intervals in \( E_n \) tends to 0 as \( n \to \infty \). Then the set

\[
E = \bigcap_{n=1}^{\infty} E_n
\]

is the Cantor set associated to the sequence \((E_n)_{n=1}^{\infty}\). The following proposition appears at Example 4.6 in [4].

**Proposition 2.1.** Suppose in the construction of \( E \) above each interval in \( E_{n-1} \) contains at least \( m_n \) intervals of \( E_n \) which are separated by gaps of at least \( \gamma_n \), where \( 0 < \gamma_{n+1} < \gamma_n \) for each \( n \). Then

\[
\dim_H(E) \geq \liminf_{n \to \infty} \frac{\log m_1 \cdots m_{n-1}}{-\log m_n \gamma_n}.
\]

We are now in a position to prove Theorem 1.1.

**Proof of Theorem 1.1.** We begin by fixing \( \lambda \in (1, \infty), \delta > 0 \) some small positive constant, and let \((r_n)_{n=1}^{\infty}\) be our sequence of real numbers. Without loss of generality we may assume that \( r_n \in [-1/2, 1/2) \) for all \( n \in \mathbb{N} \). To prove our result it is sufficient to prove that \([\lambda, \lambda + \delta] \cap E(q_n, r_n)\) is of Hausdorff dimension 1.

(1) **Replacing \((q_n)_{n=1}^{\infty}\) with \((\tilde{q}_n)_{n=1}^{\infty}\).** Let \( \epsilon > 0 \) be some small positive constant. We now replace our sequence \((q_n)_{n=1}^{\infty}\) with \((\tilde{q}_n)_{n=1}^{\infty}\), and our sequence \((r_n)_{n=1}^{\infty}\) with \((\tilde{r}_n)_{n=1}^{\infty}\). We will pick our \((\tilde{q}_n)_{n=1}^{\infty}\) and \((\tilde{r}_n)_{n=1}^{\infty}\) in such a way that \( E(\tilde{q}_n, \tilde{r}_n) \subset E(q_n, r_n) \). We then use Proposition 2.1 to determine a lower bound for \( \dim_H(E(\tilde{q}_n, \tilde{r}_n) \cap [\lambda, \lambda + \delta]) \), which in turn provides a lower bound for \( \dim_H(E(q_n, r_n) \cap [\lambda, \lambda + \delta]) \). The feature of the sequence \((\tilde{q}_n)_{n=1}^{\infty}\) that we will exploit in our proof, is that this new sequence does not grow too fast, yet importantly we still have \( \lim_{n \to \infty} (\tilde{q}_{n+1} - \tilde{q}_n) = \infty \). The sequence \((\tilde{q}_n)_{n=1}^{\infty}\) and the rate at which we control the growth of \((\tilde{q}_n)_{n=1}^{\infty}\) shall depend on \( \epsilon \). For ease of exposition we drop the dependence of \((\tilde{q}_n)_{n=1}^{\infty}\) on \( \epsilon \) from our notation.

We begin our construction by asking whether

\[
q_{n+1} \leq (1 + \epsilon)q_n
\]
is satisfied for all \( n \in \mathbb{N} \). If it is, we set \((q_n)_{n=1}^\infty = (\tilde{q}_n)_{n=1}^\infty, (r_n)_{n=1}^\infty = (\tilde{r}_n)_{n=1}^\infty\) and stop. Suppose our sequence \((q_n)_{n=1}^\infty\) does not satisfy (2) for all \( n \in \mathbb{N} \). Let \( N \in \mathbb{N} \) be the first \( n \in \mathbb{N} \) for which (2) fails. We now introduce additional terms in our sequence \((q_n)_{n=1}^\infty\), situated between \( q_N \) and \( q_{N+1} \) at

\[ \tilde{q}_N^j := q_N + j \left( \frac{\epsilon q_N}{2} \right) \quad \text{for} \quad j = 1, \ldots, m. \]

Here \( m \) is the smallest natural number for which \( q_N + m \left( \frac{\epsilon q_N}{2} \right) \in [q_{N+1} - \epsilon q_N, q_{N+1}] \). To each \( \tilde{q}_N^j \) we associate an arbitrary real number \( \tilde{r}_N^j \in [-1/2, 1/2) \), these terms are then placed within the sequence \((r_n)_{n=1}^\infty\) between \( r_N \) and \( r_{N+1} \). Importantly the elements \( q_N \) and \( q_{N+1} \) are still placed in the positions corresponding to \( r_N \) and \( r_{N+1} \).

The following inequalities are straightforward consequences of our construction

\[ \tilde{q}_N^1 \leq (1 + \epsilon) q_n \]
\[ \tilde{q}_N^{j+1} \leq (1 + \epsilon) \tilde{q}_N^j \quad \text{for} \quad j = 1, \ldots, m - 1, \]
\[ q_{N+1} \leq (1 + \epsilon) \tilde{q}_N^m. \]

In other words, all of the new terms in our sequences satisfy (2). The new terms in our sequence also satisfy

\[ \tilde{q}_N^1 - q_N = \frac{\epsilon q_N}{2} \]
\[ \tilde{q}_N^{j+1} - \tilde{q}_N^j = \frac{\epsilon q_N}{2} \quad \text{for} \quad j = 1, \ldots, m - 1, \]
\[ q_{N+1} - \tilde{q}_N^m \geq \frac{\epsilon q_N}{2}. \]

So if \( N \) was large the gaps between successive terms in our sequences would be large. This property is what allows us to ensure \( \lim_{n \to \infty} (\tilde{q}_n + 1 - \tilde{q}_n) = \infty \).

We now take our new sequence and ask if it satisfies (2) for all \( n \in \mathbb{N} \). If it does, then our construction is complete, and we set \((\tilde{q}_n)_{n=1}^\infty\) and \((\tilde{r}_n)_{n=1}^\infty\) to be our new sequences. If not, we find the smallest \( n \) for which it fails and repeat the above steps. Repeating this process indefinitely if necessary, we construct sequences \((\tilde{q}_n)_{n=1}^\infty\) and \((\tilde{r}_n)_{n=1}^\infty\) for which

\[ \tilde{q}_{n+1} \leq (1 + \epsilon) \tilde{q}_n, \]

holds for all \( n \in \mathbb{N} \), we retain the property

\[ \lim_{n \to \infty} (\tilde{q}_{n+1} - \tilde{q}_n) = \infty, \]

and

\[ E(\tilde{q}_n, \tilde{r}_n) \subset E(q_n, r_n). \]
The fact that (6) holds is a consequence of (4). The final property (7) holds because the original terms in our sequence \((q_n)_{n=1}^{\infty}\) keep their corresponding \(r_n\), and at each step in our construction we only ever introduced finitely many terms between a \(q_n\) and a \(q_{n+1}\). So if \(\alpha\) satisfies \(\|\alpha \tilde{r}_n - r_n\| \to 0\) then it also satisfies \(\|\alpha^{q_n} - r_n\| \to 0\), i.e., (7) holds.

(2) Construction of our Cantor set. We now construct our Cantor set \(E\). Our set \(E\) will be contained in \([\lambda, \lambda + \delta] \cap E(\tilde{q}_n, \tilde{r}_n)\) and we will be able to use Proposition 2.1 to obtain estimates on \(\dim_H(E)\). We let

\[
\epsilon_n := \frac{1}{2(\tilde{q}_{n+1} - \tilde{q}_n)},
\]

by (6) we have \(\epsilon_n \to 0\). Let us fix \(\eta \in (0, 1)\) some parameter that we will eventually let tend to 1. Let \(N\) be sufficiently large that

\[
2\epsilon_n \lambda^{\tilde{q}_{n+1} - \tilde{q}_n} = \frac{\lambda^{\tilde{q}_{n+1} - \tilde{q}_n}}{\tilde{q}_{n+1} - \tilde{q}_n} \geq \left\lceil \lambda^{\eta(\tilde{q}_{n+1} - \tilde{q}_n)} \right\rceil + 2 \quad \text{for all} \quad n \geq N. \tag{8}
\]

We may also assume that this \(N\) is sufficiently large that

\[
(\lambda + \delta)^{\tilde{q}_N} - \lambda^{\tilde{q}_N} \geq 4 \quad \text{and} \quad \epsilon_n < 1/2 \quad \text{for all} \quad n \geq N.
\]

We let

\[
a_n := \tilde{r}_n - \epsilon_n \quad \text{and} \quad b_n := \tilde{r}_n + \epsilon_n \quad \text{for all} \quad n \in \mathbb{N}.
\]

By our assumptions on \(\tilde{r}_n\) and \(\epsilon_n\), we may assume that \(a_n, b_n \in (-1, 1)\) for all \(n \geq N\).

Since \((\lambda + \delta)^{\tilde{q}_N} - \lambda^{\tilde{q}_N} \geq 4\), there exists an integer \(j_N\) for which \(j_N, j_N + 1, \ldots, j_N + m + 1\) are contained in \([\lambda^{\tilde{q}_N}, (\lambda + \delta)^{\tilde{q}_N}]\), where \(m\) is some natural number greater than or equal to 2. We ignore the first and the last of these integers and focus on \(j_N + 1, \ldots, j_N + m\). To each of these integers \(h = j_N + 1, \ldots, j_N + m\) we associate the interval

\[
I_{N,h} := [(h + a_N)^{1/\tilde{q}_N}, (h + b_N)^{1/\tilde{q}_N}].
\]

By our construction each \(I_{N,h}\) is contained in \([\lambda, \lambda + \delta]\), and each \(\alpha \in I_{N,h}\) satisfies \(\|\alpha^{q_N} - \tilde{r}_N\| < \epsilon_N\). Let \(E_N\) be the set of all intervals \(I_{N,h}\). For each \(h\) we have

\[
(h + b_N)^{\tilde{q}_N + 1/\tilde{q}_N} - (h + a_N)^{\tilde{q}_N + 1/\tilde{q}_N} \geq \left((h + b_N) - (h + a_N)\right)(h + a_N)^{\frac{\tilde{q}_N + 1 - \tilde{q}_N}{\tilde{q}_N}}
\]

\[
\geq 2\epsilon_N \lambda^{\tilde{q}_N + 1 - \tilde{q}_N}
\]

\[
\geq \left\lceil \lambda^{\eta(\tilde{q}_N + 1 - \tilde{q}_N)} \right\rceil + 2. \tag{9}
\]
Where the last inequality is by (8). Therefore there exists an integer \( j_{N+1} \) such that \( j_{N+1}, j_{N+1} + 1, \ldots, j_{N+1} + \lceil \lambda \eta (\bar{q}_n - \tilde{q}_n) \rceil + 1 \) are all contained in

\[
[(h + a_N)\bar{q}_{n+1}/\bar{q}_n, (h + b_N)\bar{q}_{n+1}/\bar{q}_n].
\]

To each \( h = j_{N+1} + 1, \ldots, j_{N+1} + \lceil \lambda \eta (\bar{q}_n - \tilde{q}_n) \rceil \) we associate the interval

\[
I_{N+1,h} = [(h + a_{N+1})^{1/\bar{q}_{n+1}}, (h + b_{N+1})^{1/\bar{q}_{n+1}}].
\]

Importantly each interval \( I_{N+1,h} \) is contained in an element of \( E_N \), and this element contains precisely \( m_N := \lceil \lambda \eta (\bar{q}_{n+1} - \tilde{q}_n) \rceil \) of these intervals. We let \( E_{N+1} \) denote the set of \( I_{N+1,h} \). Any \( \alpha \in I_{N+1,h} \) is contained in \( [\lambda, \lambda + \delta] \) and satisfies

\[
\| \alpha \bar{q}_n - \tilde{r}_n \| < \epsilon_n \quad \text{and} \quad \| \alpha \bar{q}_{n+1} - \tilde{r}_{n+1} \| < \epsilon_{n+1}.
\]

We may show that (9) holds with \( a_N, b_N, \bar{q}_n, \tilde{q}_n \) replaced by \( a_{N+1}, b_{N+1}, \bar{q}_{n+1}, \tilde{q}_{n+2} \), and we may therefore repeat the above steps accordingly. Moreover, we may repeat the procedure described above for every subsequent \( n \). To each \( n \geq N \) we let \( E_n \) denote the set of interval \( I_{n,h} \) produced in our construction. The following properties follow from our construction:

- Let \( I_{n,h} \in E_n \), then for each \( \alpha \in I_{n,h} \) we have
  \[\| \alpha \bar{q}_i - \tilde{r}_i \| < \epsilon_n \quad \text{for} \quad i = N, N+1, \ldots, n.\]

- \( E_n \subset E_{n-1} \subset \cdots \subset E_N \).

- \( E_n \subset [\lambda, \lambda + \delta] \).

If we let

\[
E = \bigcap_{n=N}^{\infty} E_n,
\]

it is clear that any \( x \in E \) is contained in \( [\lambda, \lambda + \delta] \), and satisfies \( \| x\bar{q}_n - \tilde{r}_n \| < \epsilon_n \) for all \( n \geq N \), so

\[
E \subset [\lambda, \lambda + \delta] \cap E(\bar{q}_n, \tilde{r}_n).
\]

It is a consequence of our construction that each element of \( E_n \) contains exactly

\[
m_n := \lceil \lambda \eta (\bar{q}_{n+1} - \tilde{q}_n) \rceil
\]

elements of \( E_{n+1} \). It may also be shown that the distance between any two intervals in \( E_n \) is always at least

\[
\gamma_n := \frac{c}{\bar{q}_n (\lambda + \delta)\tilde{q}_n - 1},
\]

where \( c \) is some positive constant that is independent of \( n \).
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Applying Proposition 2.1, combined with (10) and (11), we obtain the following bounds on the Hausdorff dimension of $E$:

\[
\dim_H(E) \geq \liminf_{n \to \infty} \frac{\log m \cdot m_{N} \cdots m_{n-1}}{- \log m_{n} \gamma_{n}}
\]

\[
\geq \liminf_{n \to \infty} \frac{\log 2 \cdot \left[ \lambda^{\eta}(\tilde{q}_{n+1} - \tilde{q}_{N}) \right] \cdots \left[ \lambda^{\gamma}(\tilde{q}_{n-1} - \tilde{q}_{n}) \right]}{- \log \frac{\tilde{c} \cdot \lambda^{\gamma}(\tilde{q}_{n+1} - \tilde{q}_{n})}{\tilde{q}_{n} (\lambda + \delta)^{\gamma_{n-1}}}}
\]

\[
\geq \liminf_{n \to \infty} \frac{\eta (\tilde{q}_{n} - \tilde{q}_{N}) \log \lambda + \log 2}{- \log \frac{\lambda^{\eta}(\tilde{q}_{n+1} - \tilde{q}_{n})}{\tilde{q}_{n} (\lambda + \delta)^{\gamma_{n-1}}}}
\]

\[
\geq \liminf_{n \to \infty} \frac{\eta (\tilde{q}_{n} - \tilde{q}_{N}) \log \lambda + \log 2}{- \log \left( \frac{\lambda^{\eta}(\tilde{q}_{n+1} - \tilde{q}_{n})}{\tilde{q}_{n} (\lambda + \delta)^{\gamma_{n-1}}} \right)}
\]

\[
\geq \liminf_{n \to \infty} \frac{\eta (\tilde{q}_{n} - \tilde{q}_{N}) \log \lambda + \log 2}{- \log \left( \frac{\lambda^{\eta}(\tilde{q}_{n+1} - \tilde{q}_{n})}{\tilde{q}_{n} (\lambda + \delta)^{\gamma_{n-1}}} \right)}
\]

Since $\eta$ was arbitrary we may let it converge to 1 so

\[
\dim_H ([\lambda, \lambda + \delta] \cap E(q_{n}, r_{n})) \geq \frac{\log \lambda}{\epsilon \log \lambda + \log (\lambda + \delta)}.
\]

Therefore, by (7)

\[
\dim_H ([\lambda, \lambda + \delta] \cap E(q_{n}, r_{n})) \geq \frac{\log \lambda}{\epsilon \log \lambda + \log (\lambda + \delta)},
\]

but since $\epsilon$ is arbitrary we may conclude that

\[
\dim_H ([\lambda, \lambda + \delta] \cap E(q_{n}, r_{n})) \geq \frac{\log \lambda}{\log (\lambda + \delta)}.
\]

The argument we have presented also works for any $\delta' \in (0, \delta)$ this implies

\[
\dim_H ([\lambda, \lambda + \delta'] \cap E(q_{n}, r_{n})) \geq \log \lambda / \log (\lambda + \delta').
\]

Moreover

\[
[\lambda, \lambda + \delta'] \cap E(q_{n}, r_{n}) \subset [\lambda, \lambda + \delta] \cap E(q_{n}, r_{n}),
\]

so

\[
\dim_H ([\lambda, \lambda + \delta] \cap E(q_{n}, r_{n})) \geq \dim_H ([\lambda, \lambda + \delta'] \cap E(q_{n}, r_{n})) \geq \frac{\log \lambda}{\log (\lambda + \delta')}.
\]

Letting $\delta'$ tend to zero we deduce that $\dim_H ([\lambda, \lambda + \delta] \cap E(q_{n}, r_{n})) = 1$. □
We conclude with a few remarks on our proof and the speed at which \( \| \alpha q_n - r_n \| \) converges to zero. In our proof of Theorem 1.1 we set
\[
\epsilon_n = 1/2(\tilde{q}_{n+1} - \tilde{q}_n).
\]
This choice of \( \epsilon_n \) is somewhat arbitrary, our proof still works with any sequence \( \epsilon_n \) which tends to zero, as long as for any \( \eta \in (0, 1) \) we have
\[
2\epsilon_n \lambda \tilde{q}_{n+1} - \tilde{q}_n \geq \lceil \lambda \eta (\tilde{q}_{n+1} - \tilde{q}_n) \rceil + 2
\]
for all \( n \) sufficiently large.

If \( (q_n)_{n=1}^{\infty} \) satisfies \( \lim_{n \to \infty} q_{n+1}/q_n = 1 \), then it is not necessary to introduce the sequences \( (\tilde{q}_n)_{n=1}^{\infty} \) and \( (\tilde{r}_n)_{n=1}^{\infty} \) in the proof of Theorem 1.1. This means we can say something about the speed of convergence. If \( \epsilon_n \) decays to zero sufficiently slowly that for any \( \eta \in (0, 1) \) and \( \lambda \in (1, \infty) \), we have
\[
2\epsilon_n \lambda q_{n+1} - q_n \geq \lceil \lambda \eta (q_{n+1} - q_n) \rceil + 2
\]
for all \( n \) sufficiently large. Then the argument given in the proof of Theorem 1.1 yields a set of Hausdorff dimension 1 within any interval satisfying
\[
\| \alpha q_n - r_n \| = O(\epsilon_n).
\]
As an example, for any \( k \in \mathbb{N} \) there exists a set of Hausdorff dimension 1 within any interval satisfying
\[
\| \alpha n^2 \| = O(n^{-k}).
\]
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ABSTRACT. Stability is an important aspect of a number sequence. It is known that Fibonacci sequence is stable modulo 2 and 5. The objective of the paper is to study the stability of the balancing sequence modulo primes.

Communicated by András Sárközy

1. Introduction

As introduced by Behera and Panda [1], balancing numbers $x$ and balancers $r$ are solutions of the Diophantine equation

$$1 + 2 + 3 + \cdots + (x - 1) = (x + 1) + (x + 2) + \cdots + (x + r).$$

As a consequence of (1.1), if $x$ is a balancing number then $x^2 = \frac{(x+r)(x+r+1)}{2}$ is a triangular number or equivalently, $8x^2 + 1$ is a perfect square and $\sqrt{8x^2 + 1}$ is called a Lucas-balancing number [8]. Writing $8x^2 + 1 = y^2$, we are lead to the Pell’s equation $y^2 - 8x^2 = 1$ satisfied by the Lucas-balancing and balancing numbers. The $n^{th}$ balancing and Lucas-balancing number are denoted by $B_n$ and $C_n$ respectively. The balancing numbers satisfy the recurrence relation $B_0 = 0, B_1 = 1$ and $B_{n+1} = 6B_n - B_{n-1}$ for $n \geq 2$. The sequence of balancing numbers modulo $m$ is periodic and the period modulo $m$ is denoted by $\pi(m)$ [9]. By definition, $\pi(m)$ is the smallest natural number to satisfy $B_{\pi(m)} \equiv 0, B_{\pi(m)+1} \equiv 1 \pmod{m}$). The computation of $\pi(m)$ depends on the factorization of $m$, but for arbitrary primes $p$, there is no exact formula for $\pi(p)$, though certain divisibility relations for $\pi(p)$ are known [9]. The rank of apparition or simply rank of balancing sequence modulo $m$ is the least positive
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integer \( r \) such that \( B_r \equiv 0 \pmod{m} \) and let it be denoted by \( \alpha(m) \). Thus, \( \alpha(m) \) is the index of the first non-zero balancing number \( B_n \) which is divisible by \( m \). Niven [7] introduced the notion of uniform distribution of a sequence of integer as follows. A sequence of integers \( A = \{a_n : n = 0, 1, \ldots\} \) is called uniformly distributed modulo \( m \geq 2 \) if

\[
\lim_{N \to \infty} \frac{1}{N} \# \{n < N : a_n \equiv b \pmod{m}\} = \frac{1}{m}
\]

for any \( b \in \{0, 1, \ldots, m-1\} \).

For a fixed modulus \( m \) and feasible residue \( r \), we denote the number of occurrences of \( r \) in a period of the balancing sequence by \( \nu_B(m, r) \). This function is the frequency distribution function of balancing sequence modulo \( m \). In the early 1970’s, interest in the distribution functions of binary recurrence sequences centered on the characterization of those sequences that have constant frequency distribution function, i.e., sequences that are uniformly distributed. Denoting by

\[
\Omega_B(m) := \{\nu_B(m, r) : r \in \{0, 1, \ldots, m-1\}\} \setminus \{0\};
\]  

(1.2)

the set of all frequencies of the feasible residues modulo \( m \) in a period, the balancing sequence is uniformly distributed whenever \( \# \{\Omega_B(m)\} = 1 \). Stability of the balancing sequence comes into picture when \( \# \{\Omega_B(m)\} \) is not constant and this generalize the concept of uniform distribution and also the notion of \( f \)-uniform distribution modulo prime powers [11]. The concrete and precise definition of stability was due to Carlip and Jacobson [3]. We prefer to state this definition for the balancing sequence, though it can be stated for any arbitrary sequence.

**Definition 1.1.** The balancing sequence is said to be stable modulo a prime \( p \) if there is a positive integer \( N \) such that \( \Omega_B(p^k) = \Omega_B(p^N) \) for all \( k \geq N \).

For better understanding of the above concept, the following examples will be helpful.

**Example 1.2.** Consider the balancing sequence modulo 3, 9, 27. It is easy to see that

\[
\nu_B(3, 0) = 2, \quad \nu_B(3, 1) = 1 = \nu_B(3, 2),
\]

\[
\nu_B(9, 0) = \nu_B(9, 3) = \nu_B(9, 6) = 2, \quad \nu_B(9, 1) = \nu_B(9, 8) = 3,
\]

\[
\nu_B(27, 1) = \nu_B(27, 26) = 6, \nu_B(27, 8) = \nu_B(27, 19) = 3,
\]

\[
\nu_B(27, i) = 2 \text{ for } i \equiv 0, \pm 3, \pm 6, \pm 9, \pm 12 \pmod{27}.
\]

Therefore

\[
\Omega_B(3) = \{1, 2\}, \quad \Omega_B(3^2) = \{2, 3\}, \quad \Omega_B(3^3) = \{2, 3, 6\}. \quad (1.3)
\]
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From (1.3), we observe that the elements in the set $\Omega_B(3^k)$ increases as $k$ increases.

**Example 1.3.**

$$\nu_B(5, 0) = 2 = \nu_B(5, 1) = \nu_B(5, 4),$$

$$\nu_B(25, i) = 2 \text{ for } i \equiv 0, \pm 1, \pm 4, \pm 5, \pm 6, \pm 10, \pm 14, \pm 16 \pmod{25}.$$  

Hence

$$\Omega_B(5) = \{2\} = \Omega_B(5^2). \hspace{1cm} (1.4)$$

Equation (1.3) is an indication that the balancing sequence may not be stable modulo 3, while (1.4) shows the possible stability of the sequence modulo 5.

Bundschuh [2] studied the stability of Lucas sequence modulo 2 and 5 and found that the sequence is not stable for these two primes. Somer and Carlip [10] demonstrated several classes of binary recurrences which are not $p$-stable and established sufficient criteria for such recurrences to be $p$-stable.

We will show that the balancing sequence is stable for two particular classes of primes. In this paper, we will completely describe the function $\nu_B(p^k, \cdot)$. We will show that $\nu_B(2^k, \cdot) = \{1\}$ and hence $\Omega_B(2^k) = \{1\}$, $\nu_B(p^k, \cdot) = \{1\}$ when $p \equiv -1 \pmod{8}$ and $\nu_B(p^k, \cdot) = \{2\}$ when $p \equiv -3 \pmod{8}$. These results would confirm the stability of the balancing sequence modulo $p$ when $p \equiv -1, -3 \pmod{8}$. Finally we have shown that balancing sequence is not stable modulo primes $p \equiv 3 \pmod{8}$. However, for some primes $p \equiv 1 \pmod{8}$ the balancing sequence is stable.

2. Preliminaries

In this section, we present some results which will be needed in the sequel. Throughout the remaining part of this paper, $p$ represents an odd prime. For any non-zero integer $a$, $\text{ord}_p a = m$ if $p^m \mid a$ but $p^{m+1} \nmid a$. Important properties of $\text{ord}_p$ are $\text{ord}_p(ab) = \text{ord}_p(a) + \text{ord}_p(b)$, $\text{ord}_p(a + b) \geq \min(\text{ord}_p(a), \text{ord}_p(b))$ [5]. Thus $a \equiv b \pmod{p^k}$ is equivalent to $\text{ord}_p(a - b) \geq k$.

We also need the following results relating to periods of balancing numbers.

**Theorem 2.1.** ([9]) For any natural number $n > 1$, $\pi(n) = n$ if and only if $n = 2^k$ for any $k \in \mathbb{N}$.

**Theorem 2.2.** ([9]) For any odd prime $p$, $\pi(p)$ divides $p - 1$ if $p \equiv \pm 1 \pmod{8}$ and $\pi(p)$ divides $p + 1$ if $p \equiv \pm 3 \pmod{8}$. Thus, if $p$ is an odd prime, then $\pi(p)$ divides $p^2 - 1$.  
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**Lemma 2.3.** If the integers $m$ and $n$ are of the same parity, then
\[
B_m - B_n = 2B_{m-n} C_{m+n}^2, \quad (2.1)
\]
\[
C_m - C_n = 16B_{m-n} B_{m+n}^2. \quad (2.2)
\]

**Proof.** It is well known that $B_{x+y} = B_x C_y + C_x B_y$ [8]. Thus $B_{x+y} - B_{x-y} = 2B_y C_x$; and taking $x + y = m, x - y = n$, we get $B_m - B_n = 2B_{m-n} C_{m+n}^2$. Similarly by virtue of the formula $C_{x+y} = C_x C_y \pm 8B_x B_y$, [8] $C_m - C_n = 16B_{m-n} B_{m+n}^2$ follows. □

**Lemma 2.4.** If $B_n \equiv 0 \pmod{p}$, then $B_{2n} \equiv 0 \pmod{p}$ and $B_{2n+1} \equiv 1 \pmod{p}$.

**Proof.** Since $B_n \equiv 0 \pmod{p}$, $B_{2n} = 2B_n C_n \equiv 0 \pmod{p}$ and $B_{2n+1} = B_n \cdot B_{n+2} - B_{n-1} \cdot B_{n+1} \equiv -(B_n^2 - 1) \equiv 1 \pmod{p}$ since $B_{n+1} B_{n-1} = B_n^2 - 1$, (see [8]). □

**Lemma 2.5.** For any prime $p$, $\pi(p) = \alpha(p)$ or $\pi(p) = 2\alpha(p)$.

**Proof.** Since $B_{\alpha(p)} \equiv 0 \pmod{p}$ by Lemma 2.4 we get $B_{2\alpha(p)} \equiv 0 \pmod{p}$ and $B_{2\alpha(p)+1} \equiv 1 \pmod{p}$. Thus, $\pi(p) | 2\alpha(p)$ and hence
\[
\pi(p) = \alpha(p) \quad \text{or} \quad \pi(p) = 2\alpha(p). \quad \square
\]

**Lemma 2.6.** If $\alpha(p^2) \neq \alpha(p)$ then $\alpha(p^l) = p^{l-1}\alpha(p)$. Further, if $k$ is the largest integer such that $\alpha(p^k) = \alpha(p)$ and $l > k$, then $\alpha(p^l) = p^{l-k}\alpha(p)$.

**Proof.** The congruence $B_{\alpha(p^l)} \equiv 0 \pmod{p^l}$ gives $B_{\alpha(p^l)} = kp^l$ for some natural number $k$. By De-Moivre’s Theorem for balancing numbers ([8])
\[
C_{\alpha(p^l)} + \sqrt{k}B_{\alpha(p^l)} = (C_{\alpha(p^l)} + \sqrt{k}B_{\alpha(p^l)})^p.
\]

Hence, for $l > 1$
\[
B_{\alpha(p^l)} = k \binom{p}{1} C_{\alpha(p^l)}^{p-1} p^l + 8k^3 \binom{p}{3} C_{\alpha(p^l)}^{p-3} p^{3l} + \cdots + 8^{p-1} k^p p^{pl}
\]
\[
\equiv 0 \pmod{p^{l+1}}. \quad (2.3)
\]

It is clear from above equation that $\alpha(p^{l+1})$ divides $p\alpha(p^l)$. Since $\alpha(p^l)$ divides $\alpha(p^{l+1})$, it follows that $\alpha(p^{l+1}) = \alpha(p^l)$ or $\alpha(p^{l+1}) = p\alpha(p^l)$. For $l = 1$, the conclusion is that $\alpha(p^2) = \alpha(p)$ or $\alpha(p^2) = p\alpha(p)$; so if $\alpha(p^2) \neq \alpha(p)$, then $\alpha(p^2) = p\alpha(p)$. Continuing in this process we will arrive at $\alpha(p^l) = p^{l-1}\alpha(p)$.

Further, if $k$ is the largest integer such that $\alpha(p^k) = \alpha(p)$, then $\alpha(p^{k+t}) = p\alpha(p^{k+t-1}) = \cdots = p^t\alpha(p^k) = p^t\alpha(p)$ for each natural number $t$. □

The following lemma, which relates the order of $B_n$ with order of $n$, will play a crucial role.
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**Lemma 2.7.** If \( n \in \mathbb{N} \) and \( p \) is any arbitrary prime then \( \alpha(p) \mid n \) if and only if \( p \mid B_n \). Furthermore, if \( \alpha(p) \mid n \), then

\[
\operatorname{ord}_p B_n \geq 1 + \operatorname{ord}_p n. \tag{2.4}
\]

**Proof.** The proof of first part follows directly from the definition of \( \alpha(p) \). Let \( \operatorname{ord}_p B_n = t \) and \( \operatorname{ord}_p n = s \). Then \( n = kp^s \) where \( \gcd(k, p) = 1 \), and \( \alpha(p) \mid n \) implies \( \alpha(p) \mid kp^s \). Since \( \alpha(p) \mid p^2 - 1 \), by Theorem 2.2, \( \gcd(\alpha(p), p) = 1 \). Thus \( \alpha(p) \mid k \) which gives \( k = a\alpha(p) \) for some integer \( a \). Putting the value of \( k \) in \( n \), we get \( n = a\alpha(p)p^s \). By definition, \( p^t \mid B_n \) if and only if \( \alpha(p)^t \mid n \). If \( \alpha(p) \neq \alpha(p^2) \) then by Lemma 2.6, \( p^{t-1}\alpha(p) \mid n \). Putting the value of \( n \), we get \( p^{t-1}\alpha(p) \mid a \cdot p^s \) which implies \( p^{t-1} \mid a \cdot p^s \). Since \( \gcd(k, p) = 1 \) and \( k = a\alpha(p) \), we have \( \gcd(a, p) = 1 \). Therefore \( t - 1 = s \). If \( m > 1 \) is the largest integer such that \( \alpha(p^m) = \alpha(p) \), then \( p^{t-m}\alpha(p) \mid n \) and proceeding as above we will reach at \( t - m = s \). Hence combining both the cases we conclude that \( t \geq 1 + s \).  

Similar results also hold for the Lucas balancing sequence. The proof of the following lemma is similar to that of Lemma 2.7 and is omitted.

**Lemma 2.8.** Let \( n \in \mathbb{N} \) and for any prime \( p \equiv 3 \pmod{8} \) define

\[
\beta(p) = \min \{ r : C_r \equiv 0 \pmod{p} \}.
\]

Then

\[
\beta(p) \mid n \iff p \mid C_n \quad \text{and} \quad \beta(p) \mid n \Rightarrow \operatorname{ord}_p C_n = 1 + \operatorname{ord}_p n. \tag{2.5}
\]

3. Stability of balancing sequence modulo 2

The Fibonacci sequence is stable modulo 2 and 5 [4]. In this section, we will show that the balancing sequence is also stable modulo 2.

**Theorem 3.1.** \( \nu_B(2^k, b) = 1 \) for every residue \( b \) modulo \( 2^k \) and for any \( k \in \mathbb{N} \).

**Proof.** By virtue of Theorem 2.1, for \( n > 1 \), \( \pi(n) = n \) if and only if \( n = 2^k \) for any \( k \in \mathbb{N} \). Using this result, we will show that each residue \( b \in \{0, 1, \ldots, 2^k - 1\} \) occurs only once in a period modulo \( 2^k \). Since \( B_n \) is even or odd according as \( n \) is even or odd, it follows that the least residue of \( B_n, 0 \leq n \leq 2^k - 1 \) modulo \( 2^k \) is also even or odd according as \( n \) is even or odd. To complete the proof, we have to show that no two least residue of \( B_n, 0 \leq n \leq 2^k - 1 \) are congruent modulo \( 2^k \). Since \( B_{2m+1} \) and \( B_{2n} \) are incongruent modulo \( 2^k \), it is sufficient to show that

\[
B_{2m+1} \not\equiv B_{2n+1} \pmod{2^k} \quad \text{for} \quad 0 < 2m + 1 < 2n + 1 < 2^k, \tag{3.1}
\]

and

\[
B_{2i} \not\equiv B_{2j} \pmod{2^k} \quad \text{for} \quad 0 \leq 2i < 2j \leq 2^k. \tag{3.2}
\]
Since \( \pi(2^k) = 2^k \), it follows that \( 2^k \mid B_n \) if and only if \( 2^k \mid n \). Let us assume the contrary of (3.1), i.e.,

\[
B_{2m+1} \equiv B_{2n+1} \pmod{2^k} \quad \text{for} \quad 0 < 2m + 1 < 2n + 1 < 2^k,
\]

hence \( 2^k \) divides \( B_{2n+1} - B_{2m+1} \). Using (2.1), \( 2^k \mid 2B_{n-m}C_{m+n+1} \) implies \( 2^{k-1} \mid B_{n-m} \) as \( \gcd(2,C_x) = 1 \) for any natural number \( x \). It easily follows from induction on \( k \) that if \( 2^{k-1} \mid B_{n-m} \), then \( 2^{k-1} \mid n - m \) which is a contradiction since \( n - m < 2^{k-1} \). Thus (3.1) holds. In a similar fashion, (3.2) can be proved.

From equation (1.2), we have \( \Omega_B(2^k) = \{1\} \). The following corollary, which ascertains the stability of balancing sequence modulo 2, is a consequence of the above theorem.

**Corollary 3.2.** The balancing sequence is stable modulo 2.

### 4. Stability of balancing sequence modulo primes

\( p \equiv -1, -3 \pmod{8} \)

In this section, we will establish the stability of the balancing sequences modulo primes \( p \) congruent to \(-1, -3\) modulo 8.

The following lemmas dealing with some periodicity results will prove their usefulness while proving main results of this section.

**Lemma 4.1.** If \( A = \{a_1, a_2, \ldots, a_r\} \) are distinct residues modulo \( p \) for \( m = 0, 1, \ldots, p^{k-1} - 1 \) are also distinct residues modulo \( p^k \).

**Proof.** Suppose that for some integers \( 1 \leq l, m \leq r \) and \( 0 \leq i, j \leq p^{k-1} - 1 \),

\[
a_l + ip \equiv a_m + jp \pmod{p^k}.
\]

This implies that \( p^k \mid (i - j)p - (a_l - a_m) \) and hence, \( p \) must divide \( a_l - a_m \). In other words, \( a_l \equiv a_m \pmod{p} \), which is a contradiction since \( a_i \)'s are distinct residues modulo \( p \) for \( 1 \leq i \leq r \). \( \square \)

**Lemma 4.2.** If \( p \equiv -1 \pmod{8} \), then \( \pi(p) \mid \frac{p-1}{2} \). Furthermore, \( \pi(p) \) is odd.

**Proof.** If \( p \equiv -1 \pmod{8} \), then \( p = 8x - 1 \) for some integer \( x \). By Theorem 2.2, \( \pi(p) \mid p - 1 = 8x - 2 \). Thus,

\[
B_{8x-2} \equiv 0 \pmod{p}, \quad B_{8x-3} \equiv -B_1, \quad B_{8x-4} \equiv -B_2 \pmod{p}
\]

and so on. In other words, \( B_r + B_{8x-2-r} \equiv 0 \pmod{p} \) for \( r = 1, 2, \ldots, 4x - 2 \). In particular, \( B_{4x-2} + B_{4x} \equiv 0 \pmod{p} \) which implies that \( 6B_{4x-1} \equiv 0 \pmod{p} \).
Hence $B_{4x-1} = B_{\frac{p+1}{2}} \equiv 0 \pmod{p}$ as gcd(6, $p$) = 1. We claim that $B_{\frac{p+1}{2}} \equiv 1 \pmod{p}$. Observe that

$\text{ord}_p(B_{\frac{p+1}{2}} - B_1) = \text{ord}_p(2 \cdot B_{\frac{p-1}{2}} \cdot C_{\frac{p+3}{2}}) > 0 + 1 + \text{ord}_p\left(\frac{p-1}{2}\right) + \text{ord}_p(C_{\frac{p+3}{2}}) \geq 1$

which shows that $B_{\frac{p+1}{2}} \equiv 1 \pmod{p}$ and combining with $B_{\frac{p-1}{2}} \equiv 0 \pmod{p}$, we conclude that $\pi(p) \mid \frac{p-1}{2} = 4x - 1$, which implies that $\pi(p)$ is odd.

**Lemma 4.3.** If $p \equiv -1 \pmod{8}$, then $\pi(p) = \alpha(p)$.

**Proof.** By Lemma 4.2, $\pi(p)$ is odd. Thus, $B_1 + B_{\pi(p)-1} \equiv 0$, $B_2 + B_{\pi(p)-2} \equiv 0 \pmod{p}$, and in general $B_r + B_{\pi(p)-r} \equiv 0 \pmod{p}$ for $r = 1, 2, \ldots, \frac{\pi(p)-1}{2}$. By virtue of Theorem 2.8 of [8], $B_n | B_{kn}$ and hence if $B_n \equiv 0 \pmod{m}$, then $B_{kn} \equiv 0 \pmod{m}$. Since $B_n \equiv 0 \pmod{p}$ implies that $\alpha(p) | n$, it follows that $\alpha(p) | \pi(p)$ and thus $\alpha(p) \leq \pi(p)$. If $\alpha(p) < \pi(p)$, then $\alpha(p) \equiv 0 \pmod{p}$ implies $B_{\pi(p)-\alpha(p)} \equiv 0 \pmod{p}$. Hence, at least two $B_n$'s out of $B_1, B_2, \ldots, B_{\pi(p)-1}$ are congruent to zero. If $t$ be the index of the second one, then $t = 2\alpha(p)$, which shows that $2\alpha(p) < \pi(p)$ — a contradiction to $\pi(p) | 2\alpha(p)$. Therefore $\pi(p) = \alpha(p)$.

**Lemma 4.4.** If $p \equiv -3 \pmod{8}$, then $B_{\frac{p+1}{2}} \equiv 0 \pmod{p}$.

**Proof.** If $p = 8x - 3$, then by Theorem 2.2,

$$B_p \equiv -1 \pmod{p}, \quad B_{p+1} \equiv 0 \pmod{p}.$$  \hspace{1cm} (4.2)

Using the recurrence relation $B_{n+1} = 6B_n - B_{n-1}$ and (4.2) it is easy to see that

$$B_{\frac{p+1}{2}} + B_{\frac{p-1}{2}} \equiv 0 \pmod{p}.$$  \hspace{1cm} (4.3)

Hence $6B_{\frac{p+1}{2}} \equiv 0 \pmod{p}$ and $(6, p) = 1$ implies $B_{\frac{p+1}{2}} \equiv 0 \pmod{p}$. 

**Lemma 4.5.** If $p \equiv -3 \pmod{8}$, then for every $x$ such that $0 \leq x \leq \frac{\pi(p)}{2}$,

$$B_x \equiv B_{\frac{\pi(p)}{2} - x} \pmod{p} \quad \text{and} \quad B_x \equiv -B_{\frac{\pi(p)}{2} + x} \pmod{p}.$$

Furthermore, $\pi(p) = 2\alpha(p)$.

**Proof.** If $B_x \equiv B_y \pmod{p}$ for some $0 \leq y < x \leq \frac{\pi(p)}{2}$, then $C_x \equiv \pm C_y \pmod{p}$ since $C_n = \sqrt{8B_n^2 + 1}$. Therefore, $B_{x \pm y} = B_x C_y \pm B_y C_x \equiv 0 \pmod{p}$.

By Lemma 4.4, for $0 \leq x \leq \frac{\pi(p)}{2}$, $B_x = 0$ if and only if $x = 0, \frac{\pi(p)}{2}$. Hence $x \pm y = 0$ or $\frac{\pi(p)}{2}$. We observe that $x - y = 0$ gives trivial solution $x = y$ which is not possible since $x > y$. Again, $x + y = 0$ gives $x = -y$ which is also not possible since both $x$ and $y$ are non-negative and $x > y$. $x - y = \frac{\pi(p)}{2}$ gives $x = \frac{\pi(p)}{2} + y$. This is absurd since $0 \leq x \leq \frac{\pi(p)}{2}$. Thus, we are left with one
option $x + y = \frac{\pi(p)}{2}$ or equivalently, $x = \frac{\pi(p)}{2} - y$. Hence, $B_y \equiv B_{\frac{x(p)}{2} - y} \pmod{p}$. From 4.3 we have $B_{\frac{x(p)}{2} - k} \equiv -B_{\frac{\pi(p)}{2} + k} \pmod{p}$. Thus, $B_x \equiv -B_{\frac{\pi(p)}{2} + x} \pmod{p}$ and the proof is complete.

The following two theorems, assuring the stability of the balancing sequence modulo $p$ for $p \equiv -1, -3 \pmod{8}$, are important results of this section.

**Theorem 4.6.** If $p \equiv -3 \pmod{8}$ and $k \in \mathbb{N}$, then $\nu_B(p^k, b) = 2$ for each feasible residue $b$ modulo $p^k$. Hence the balancing sequence is stable modulo $p$ for $p \equiv -3 \pmod{8}$.

**Proof.** Firstly, we will show that the number of occurrences of each feasible residue modulo $p$ in a period is 2. In Lemma 4.5, we have shown that each feasible residue of the balancing numbers $B_x$, $x \in \{0, 1, \ldots, \frac{\pi(p)}{2}\}$ modulo $p$ occurs twice. Since $B_x \equiv -B_{\frac{x(p)}{2} + x} \pmod{p}$, it follows that $\#\{x : B_x \equiv b \pmod{p}, 0 \leq x \leq \pi(p) - 1\} = 2$, i.e., $\nu_B(p, b) = 2$ holds for each feasible residue $b$ modulo $p$. Using Lemma (4.1) we get $\nu_B(p^k, b) = 2$ for each feasible residue $b$ modulo $p^k$. □

From equation (1.2), $\Omega_B(p^k) = \{2\}$.

**Theorem 4.7.** If $p \equiv -1 \pmod{8}$ and $k \in \mathbb{N}$, then $\nu_B(p^k, b) = 1$ for each feasible residue $b$ modulo $p^k$. Hence the balancing sequence is stable modulo $p$ for $p \equiv -1 \pmod{8}$.

**Proof.** Since $p \equiv -1 \pmod{8}$, by Lemma 4.3 $\pi(p) = \alpha(p)$. Therefore, each feasible residue $b$ occurs only once such that $B_r \equiv b \pmod{p}$ for $0 \leq r < \pi(p)$; otherwise $\alpha(p) < \pi(p)$. Now Lemma 4.1 confirms that $\nu_B(p^k, b) = 1$ for each feasible residue $b$ of the balancing sequence modulo $p^k$. □

Therefore from equation (1.2), $\Omega_B(p^k) = \{1\}$.

5. Stability of balancing sequence modulo primes $p \equiv 1, 3 \pmod{8}$

Modulo 8, there are four classes of primes $p \equiv \pm1, \pm3 \pmod{8}$. In the last section, we have proved that the balancing sequence is stable modulo primes $p \equiv -1, -3 \pmod{8}$. But unfortunately, the sequence is not stable modulo in general for primes $p \equiv 1, 3 \pmod{8}$. However, for certain primes of this class, the balancing sequence is indeed stable.
STABILITY OF BALANCING SEQUENCE MODULO $p$

The following lemmas, relating to the structure of the period and behaviour of balancing numbers occurring in a period, will play crucial roles while proving the main results of this section.

**Lemma 5.1.** If $p \equiv 3 \pmod{8}$, then $4 \mid \pi(p)$.

**Proof.** Firstly, we will prove

$$B_{\frac{p+1}{2}} \equiv 1 \pmod{p}. \quad (5.1)$$

Observe that

$$\text{ord}_p \left( B_{\frac{p+1}{2}} - B_1 \right) = \text{ord}_p \left( 2 \cdot B_{\frac{p+1}{2}} C_{\frac{p+1}{2}} \right) = \text{ord}_p \left( B_{\frac{p+1}{2}} \right) + \text{ord}_p \left( C_{\frac{p+1}{2}} \right). \quad (5.2)$$

In view of Theorem 2.2, $\pi(p) \mid p + 1$. Using this result in (5.2) we get

$$\text{ord}_p \left( B_{\frac{p+1}{2}} - B_1 \right) \geq 0 + 1 + \text{ord}_p \left( \frac{p+1}{4} \right) \geq 1. \quad (5.3)$$

Proceeding as in Lemma 4.4 and using (4.2), it is easy to see that

$$B_{\frac{p+1}{2}} \equiv 0 \pmod{p}. \quad (5.4)$$

Using the recurrence $B_n = 6B_{n-1} - B_{n-2}$ and (5.1), we get $B_{\frac{p+1}{2}} \equiv 1 \pmod{p}$, which confirms that $\pi(p) \mid (p + 1)/2 = 4x + 2$; but $\pi(p) \mid p + 1 = 8x + 4$ which implies that $4 \mid \pi(p)$. \qed

**Lemma 5.2.** If $p \equiv 3 \pmod{8}$ and $x \in \mathbb{N}$, then $B_{\frac{p^x\pi(p)}{4}} \not\equiv B_{3\cdot p^x\pi(p)} \pmod{p}$.

**Proof.** Firstly, we will show that for $x \in \mathbb{N}$

$$B_{\frac{p^x\pi(p)}{4}} \equiv (-1)^x B_{\frac{\pi(p)}{4}} \pmod{p}. \quad (5.4)$$

If $x$ is even, then

$$\text{ord}_p \left( B_{\frac{p^x\pi(p)}{4}} - B_{\frac{\pi(p)}{4}} \right) = \text{ord}_p \left( 2B_{\frac{p^x\pi(p)}{4}} C_{\frac{p^x\pi(p)}{4}} \right). \quad (5.5)$$

and $\alpha(p) \mid \frac{\pi(p)}{4} \cdot \frac{p^x-1}{2}$. Therefore, using Lemma 2.7, we get

$$\text{ord}_p \left( B_{\frac{p^x\pi(p)}{4}} - B_{\frac{\pi(p)}{4}} \right) \geq \text{ord}_p 2 + 1 + \text{ord}_p \left( \pi(p) \left( \frac{p^x - 1}{2} \right) \right) + \text{ord}_p \left( C_{\frac{\pi(p)}{4}} \left( \frac{p^x + 1}{2} \right) \right) \geq 1.$$ 

Now, let $x$ be odd. Since $B_{-n} = -B_n$, it can be easily proved that

$$B_{\frac{p^x\pi(p)}{4}} \equiv -B_{\frac{\pi(p)}{4}} \pmod{p}. \quad (5.6)$$

A similar argument as above will lead to

$$B_{3\cdot p^x\pi(p)} \equiv (-1)^x B_{3\cdot \frac{\pi(p)}{4}} \pmod{p}. \quad (5.7)$$
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To complete the proof, it remains to show that \( B_{\frac{\pi(p)}{4}} \neq B_{3 \cdot \frac{\pi(p)}{4}} \mod p \). It is obvious since \( B_{\frac{\pi(p)}{4}} \equiv -B_{3 \cdot \frac{\pi(p)}{4}} \mod p \). \( \Box \)

**Lemma 5.3.** If \( p \equiv 3 \mod 8 \) and \( k \in \mathbb{N} \), then there are two distinct feasible residues of \( B_n \) with \( 0 \leq n < \pi(p)p^{k-1} \) occurring at least \( p^{[k/2]} \) times in a period modulo \( p^k \).

**Proof.** Let \( n \) be a non-negative integer, \( j \in \{0,1\} \) and \( \pi(p)^{(k-1)/2} + 1 \) \( | n \). We claim that

\[
B_{n + \frac{\pi(p)}{4} (1+2j)p^{(k-1)/2}} \equiv B_{\frac{\pi(p)}{4} (1+2j)p^{(k-1)/2}} \mod p^k. \quad (5.8)
\]

If \( p \equiv 3 \mod 8 \), then by virtue of Lemma 5.1, \( 4 \mid \pi(p) \) and \( \pi(p) \mid n \) implies \( 4 \mid n \). Thus,

\[
\begin{align*}
\text{ord}_p \left( B_{n + \frac{\pi(p)}{4} (1+2j)p^{(k-1)/2}} - B_{\frac{\pi(p)}{4} (1+2j)p^{(k-1)/2}} \right) \\
= \text{ord}_p \left( 2B_{\frac{\pi(p)}{4} (1+2j)p^{(k-1)/2}} \right) \\
= \text{ord}_p (2) + \text{ord}_p \left( B_{\frac{\pi(p)}{4} (1+2j)p^{(k-1)/2}} \right) \\
\geq 0 + 1 + \text{ord}_p \left( \frac{n}{2} + 1 \right) + \text{ord}_p \left( \frac{n}{2} + \frac{\pi(p)}{4} (1+2j)p^{(k-1)/2} \right) \\
\geq 2(1 + [(k-1)/2]) > 2(1 + (k-1)/2) - 1 > k - 1,
\end{align*}
\]

which proves (5.8). Since \( \pi(p)^{(k-1)/2} + 1 \) \( | n \) by assumption, \( \pi(p)^{(k-1)/2} \mod p \). Therefore,

\[
n = \pi(p)^{(k-1)/2} i \quad \text{with some} \quad i < p^{[k/2]}.
\]

Thus,

\[
0 \leq n + \frac{\pi(p)}{4} (1+2j)p^{(k-1)/2} = \left( \pi(p) \cdot i + \frac{\pi(p)}{4} (1+2j) \right) p^{(k-1)/2} \\
\leq \left( \pi(p)p^{[k/2]} + \pi(p) + \frac{3\pi(p)}{4} \right) p^{(k-1)/2} \\
= \pi(p) \cdot p^{k-1} - \pi(p)^{(k-1)/2} < \pi(p) \cdot p^{k-1}.
\]

Now, it remains to show that \( B_{\frac{\pi(p)}{4} p^{(k-1)/2}} \) and \( B_{3 \cdot \frac{\pi(p)}{4} p^{(k-1)/2}} \) are incongruent modulo \( p^k \); it is enough to show that they are incongruent modulo \( p \), which is established in Lemma 5.2. \( \Box \)

**Lemma 5.4.** If \( p \equiv 3 \mod 8 \) and \( k \in \mathbb{N} \), then for every integer \( x \) with \( 1 \leq x \leq [(k-1)/2] \) there exist \( (p-1)p^{k-2x-1} \) distinct feasible residue \( b \) of \( B_n \) with \( 0 \leq n < \pi(p)^{p^{k-1}} \) occurring at least \( 2p^x \) times in a period modulo \( p^k \).
STABILITY OF BALANCING SEQUENCE MODULO $p$

Proof. Let $n$ be a non-negative integer and $p^x - 1 | n$. Then

$$\text{ord}_p (B_{n+x(p)} - B_n)$$

$$= \text{ord}_p \left( 2B_{\frac{\pi(p)}{2}p^{k-x-1}}C_{\frac{\pi(p)}{2}p^{k-x-1}} \right)$$

$$\geq 1 + \text{ord}_p \left( \frac{\pi(p)}{2}p^{k-x-1} \right) + 1 + \text{ord}_p \left( n + \frac{\pi(p)}{2}p^{k-x-1} \right)$$

$$= 1 + (k - x - 1) + 1 + x - 1 = k.$$

(Here we are using the inequality $\text{ord}_p(a + b) \geq \min (\text{ord}_p(a), \text{ord}_p(b))$ as $0 \leq x - 1 \leq \frac{k-3}{2}$ and $\frac{k-1}{2} \leq k - x - 1 \leq k - 2$.) Therefore

$$B_{n+x(p)} - B_n \equiv B_n \pmod{p^k} \quad \text{(5.10)}$$

for all $n$ such that $p^x - 1 | n$. We need to count the number of integers $n$ with $0 \leq n < \pi(p) p^{k-1}$ and $p^x - 1 | n$ for which a given $b$ occurs as a residue of $B_n$ modulo $p^k$. This is equivalent to counting the number of integers $n$ with $0 \leq n < \pi(p) p^{k-1}$ and $p^x - 1 | n$ for which a given $b$ occurs as a residue of $B_n$ modulo $p^k$ and then to multiply this number by $p^x$. Hence we have to check the distribution of the $2(p-1)p^{k-2x-1}$ numbers

$$B_j \pmod{p^k} : 1 \leq j < \pi(p)p^{k-1}, \ 2 \nmid j, \ \frac{\pi(p)}{4} | j, \ p^x - 1 \nmid j. \quad \text{(5.11)}$$

We claim that half of them, i.e., $(p-1)p^{k-2x-1}$ of the $B_n$’s are pairwise incongruent modulo $p^k$ and other half are congruent to the first half in some way; more specifically,

$$B_{\frac{\pi(p)}{2}p^{k-x-1} - \frac{\pi(p)}{4}j} \equiv B_{\frac{\pi(p)}{2}j} \pmod{p^k},$$

for $1 \leq j < p^{k-x-1}, \ 2 \nmid j, \ p^x - 1 \nmid j \quad \text{(5.12)}$

and

$$B_{\frac{\pi(p)}{2}p^{k-x-1} + \frac{\pi(p)}{4}j} \equiv B_{\frac{\pi(p)}{2}p^{k-x-1} - \frac{\pi(p)}{4}j} \pmod{p^k},$$

for $1 \leq j < p^{k-x-1}, \ 2 \nmid j, \ p^x - 1 \nmid j. \quad \text{(5.13)}$

Observe that

$$\text{ord}_p \left( B_{\frac{\pi(p)}{2}p^{k-x-1} - \frac{\pi(p)}{4}j} - B_{\frac{\pi(p)}{4}j} \right)$$

$$= \text{ord}_p \left( 2B_{\frac{\pi(p)}{4}(p^{k-x-1} - j)}C_{\frac{\pi(p)}{4}p^{k-x-1}} \right)$$

$$\geq 1 + \text{ord}_p \left( \frac{\pi(p)}{4}p^{k-x-1} \right) + 1 + \text{ord}_p \left( \frac{\pi(p)}{4}p^{k-x-1} \right)$$

$$= 2 + x - 1 + k - x - 1 = k$$
Hence, it only remains to show that
\[ B^\pi(p) - B^\pi(p) \] occurs exactly twice.

By Lemma 5.3 with \( k = 1 \), there exists two distinct feasible residue \( b \) of \( B_n \) modulo \( p \) for \( n = 0, 1, \ldots, \pi(p) - 1 \) occurring only once. Hence, we need to check the distribution of the remaining \( \pi(p) - 2 \) residues, namely,
\[ B_r \quad (\text{mod } p), \quad 0 \leq r < \pi(p), \quad r \not\in \left\{ \frac{\pi(p)}{4}, \frac{3\pi(p)}{4} \right\}. \]

We claim that half of them, i.e., \( \frac{\pi(p)}{2} - 1 \) of the \( B_n \)'s are pairwise incongruent modulo \( p \) and the other half are congruent to the first half in some manner, i.e.,
\[ B_i \equiv B^\pi(p)_{\pi(p)} - i \quad (\text{mod } p) \] and \( B^\pi(p)_{\pi(p)} + i \equiv B^\pi(p)_{\pi(p)} - i \quad (\text{mod } p) \] for \( 0 \leq i < \frac{\pi(p)}{4}. \]

But
\[ \text{ord}_p(B^\pi(p) - B_i) = \text{ord}_p \left( 2B^\pi(p) - C^\pi(p) \right) \]
\[ \geq \text{ord}_p(2) + 1 + \text{ord}_p \left( B^\pi(p) - i \right) + \text{ord}_p \left( C^\pi(p) \right) \geq 1 \]
shows that \( B_i \equiv B^\pi(p) - i \quad (\text{mod } p) \). Similarly it can be easily seen that \( B^\pi(p)_{\pi(p)} + i \equiv B^\pi(p)_{\pi(p)} - i \quad (\text{mod } p) \). To complete the proof, it remains to show
\[ B_i \not\equiv B^\pi(p)_{\pi(p)} + i \quad (\text{mod } p). \]
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Proof.

In view of Lemma 5.3, 5.4 and Remark 5.6 we have the following results:

Since, \( B_i \equiv -B_{\frac{n(p)}{2}+i} \pmod{p} \) and the case \( B_i \equiv 0 \equiv B_{\frac{n(p)}{2}+i} \pmod{p} \) contradicts the definition of period, it follows that \( B_i \not\equiv B_{\frac{n(p)}{2}+i} \pmod{p} \).

\[ \square \]

**Remark 5.6.** If \( p \equiv 3 \pmod{8} \) and \( k \in \mathbb{N} \), then there exist \( p^{k-1}(\frac{\pi(p)}{2} - 1) \) distinct feasible residues \( b \) of \( B_n \) modulo \( p^k \) with \( 0 \leq n < \pi(p)p^{k-1} \) occurring exactly twice.

We are now in a position to prove an important theorem of this section.

**Theorem 5.7.** If \( p \equiv 3 \pmod{8} \) and \( i \in \{0, 1\} \), then

\[
\nu_B(p^k, b) = \begin{cases} 
\frac{p^{[k/2]}}{2} & \text{if } b \equiv B_{\frac{n(p)}{4}+\frac{\pi(p)}{2} p^{(k-1)/2}} \pmod{p^k}, \\
2 \cdot p^x & \text{if } b \equiv B_{\frac{n(p)}{4}+\frac{\pi(p)}{2} p^{k-x-1}}, \text{ and} \\
2 & \text{otherwise.}
\end{cases}
\]

Hence,

\[
\sum_{b=0}^{p^{k-1}} \nu_B(p^k) \geq 2p^{[k/2]} + \sum_{x=1}^{[(k-1)/2]} (p-1)p^{k-2x-1}(2p^x) + p^{k-1} \left( \frac{\pi(p)}{2} - 1 \right)
\]

\[
= \pi(p)p^{k-1}.
\]

(5.17)

In view of [9, Theorem 3.5], the left hand side of (5.17) equals \( \pi(p) \cdot p^{k-1} \). Thus, equality holds in (5.16) for every feasible residue \( b \) modulo \( p^k \).

\[ \square \]

**Remark 5.8.** In the above theorem, the second case occurs if \( k \geq 3 \) and in this case, there are exactly \((p-1)p^{k-2x-1}\) distinct feasible residues \( b \) occur modulo \( p^k \). In the third case, for each \( k \in \mathbb{N} \), exactly \( p^{k-1}\left(\frac{\pi(p)}{2} - 1\right) \) distinct feasible residues \( b \) modulo \( p^k \) occur.

Using (1.2), we get \( \Omega_B(p^k) = \{2, 2p, 2p^2; \ldots, 2p^{[(k-1)/2]}, p^{[k/2]}\} \). Thus, the following corollary is a direct consequence of Theorem 5.7.

**Corollary 5.9.** If \( p \equiv 3 \pmod{8} \), then balancing sequence is not stable modulo \( p \).

We next search for primes \( p \equiv 1 \pmod{8} \) for which the balancing sequence is stable. In the following theorem, we limit the search for such primes in the class of associated Pell numbers.
Theorem 5.10. If the prime \( p \equiv 1 \pmod{8} \) is an odd indexed associated Pell number, then balancing sequence is stable modulo \( p \).

Proof. Since \( p \) is an odd indexed associated Pell number, \( \pi(p) \) is odd [9, Theorem 4.3]. Using the arguments given in the proof of Lemma 4.3, it is easy to see that \( \pi(p) = \alpha(p) \). Now, proceeding like the proof of Theorem 4.7, one can easily verify that the balancing sequences is stable modulo such a prime. □

For some members in the class of primes \( p \equiv 1 \pmod{8} \), \( \pi(p) \) is a multiple of 4. For example 17 is one such prime with \( \pi(17) = 8 \). The following theorem confirms that the balancing sequence is not stable modulo any such prime.

Theorem 5.11. Let \( p \) be a prime such that \( p \equiv 1 \pmod{8} \) and \( 4 \mid \pi(p) \). If \( i \in \{0, 1\} \), then

\[
\nu_B(p^k, b) = \begin{cases} 
    p^{k/2} & \text{if } b \equiv B^{\frac{\pi(p)}{2} + i} \pmod{p^k}, \\
    2p^x & \text{if } b \equiv B^{\frac{\pi(p)}{2} + i \cdot \pi(p)p^{(k-1)/2}} \pmod{p^k}, \text{ and} \\
    p^{x-1} \parallel j, \ 2 \nmid j, \ 1 \leq j < p^{k-x-1} & \text{for } x \in \{1, 2, \ldots, [(k-1)/2]\} \\
    2 & \text{otherwise}
\end{cases}
\]

Proof. The proof is similar to the proof of Theorem 5.7, hence it is omitted. □

There are some primes \( p \equiv 1 \pmod{8} \) for which \( 4 \nmid \pi(p) \). Such type of primes are excluded from Theorem 5.11. For example, if \( p = 137 \), \( \pi(137) = 34 \) and one can check that the balancing sequence is stable modulo 137. It is an open problem to identify some more subclass of primes for which the balancing sequence is stable.
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THE $h$-CRITICAL NUMBER OF FINITE ABELIAN GROUPS
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Dedicated to Professor Harald Niederreiter on the occasion of his 70th birthday

ABSTRACT. For a finite abelian group $G$ and a positive integer $h$, the unrestricted (resp. restricted) $h$-critical number $\chi(G,h)$ (resp. $\hat{\chi}(G,h)$) of $G$ is defined to be the minimum value of $m$, if exists, for which the $h$-fold unrestricted (resp. restricted) sumset of every $m$-subset of $G$ equals $G$ itself. Here we determine $\chi(G,h)$ for all $G$ and $h$; and prove several results for $\hat{\chi}(G,h)$, including the cases of any $G$ and $h = 2$, any $G$ and large $h$, and any $h$ for the cyclic group $\mathbb{Z}_n$ of even order. We also provide a lower bound for $\hat{\chi}(\mathbb{Z}_n,3)$ that we believe is exact for every $n$—this conjecture is a generalization of the one made by Gallardo, Grekos, et al. that was proved (for large $n$) by Lev.

Communicated by Vsevolod Lev

1. Introduction

Throughout this paper, $G$ denotes a finite abelian group of order $n \geq 2$, written in additive notation. For a positive integer $h$ and a nonempty subset $A$ of $G$, we let $hA$ and $\hat{h}A$ denote the $h$-fold unrestricted sumset and the $h$-fold restricted sumset of $A$, respectively; that is, $hA$ is the collection of sums of $h$ not-necessarily-distinct elements of $A$, and $\hat{h}A$ consists of all sums of $h$ distinct elements of $A$. Furthermore, we set $\Sigma A = \bigcup_{h=0}^{\infty} \hat{h}A$.

The study of critical numbers originated with the 1964 paper [10] of Erdős and Heilbronn, in which they asked for the least integer $m$ so that for every set $A$ consisting of $m$ nonzero elements of the cyclic group $\mathbb{Z}_p$ of prime order $p$, we have $\Sigma A = \mathbb{Z}_p$. More generally, one can define the critical number of $G$ as

$$\xi(G) = \min\{m : A \subseteq G \setminus \{0\}, |A| \geq m \Rightarrow \Sigma A = G\}.$$
Note that here only subsets of $G \setminus \{0\}$ are considered; alternately, some have studied
\[ \chi(G) = \min \{ m : A \subseteq G, |A| \geq m \Rightarrow \Sigma A = G \}. \]

It took nearly half a century, but now, due to the combined results of Diderrich and Mann [8], Diderrich [7], Mann and Wou [20], Dias Da Silva and Hamidoune [6], Gao and Hamidoune [14], Griggs [16], and Freeze, Gao, and Geroldinger [11, 12], we have the critical number of every group:

**Theorem 1** (The combined results of authors above). Suppose that $G$ is an abelian group of order $n \geq 10$, and let $p$ be the smallest prime divisor of $n$. Then
\[ \xi(G) = \chi(G) - 1 = \begin{cases} 
[2\sqrt{n} - 2] & \text{if } G \text{ is cyclic of order } n = p \text{ or } n = pq, \\
3 \leq p \leq q \leq p + [2\sqrt{p} - 2] + 1 & \text{where } q \text{ is prime and } \\
n/p + p - 2 & \text{otherwise.}
\end{cases} \]

We note that, while it is easy to see that $\chi(G)$ is at least one more than $\xi(G)$, there is no obvious reason known for the fact that they differ by exactly one. It is also worth noting that considering unrestricted sums rather than restricted sums makes the problem trivial: the corresponding unrestricted critical numbers $\chi(G)$ and $\xi(G)$, using the notations of Theorem 1, are clearly given by
\[ \xi(G) = \chi(G) - 1 = n/p. \]

We now turn to our present subject: the critical number when only a fixed number of terms are added. Here we consider both unrestricted sums and restricted sums; in particular, for a positive integer $h$, we define—if they exist, more on this below—the **unrestricted** $h$-critical number $\chi(G, h)$ and the **restricted** $h$-critical number $\chi^*(G, h)$ as the minimum values of $m$ for which, respectively, the $h$-fold sumset and the $h$-fold restricted sumset of every $m$-element subset of $G$ is $G$ itself:
\[ \chi(G, h) = \min \{ m : A \subseteq G, |A| \geq m \Rightarrow hA = G \}, \]
\[ \chi^*(G, h) = \min \{ m : A \subseteq G \setminus \{0\}, |A| \geq m \Rightarrow h^*A = G \}. \]

For the sake of completeness, we also discuss the two quantities:
\[ \xi(G, h) = \min \{ m : A \subseteq G \setminus \{0\}, |A| \geq m \Rightarrow hA = G \}, \]
\[ \xi^*(G, h) = \min \{ m : A \subseteq G \setminus \{0\}, |A| \geq m \Rightarrow h^*A = G \}. \]

Let us now see when these four values exist and how the last two quantities compare to the first two. The situation for unrestricted addition is easy (see Section 2).
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**Proposition 2.** Let \( G \) be an abelian group of order \( n \geq 3 \). Then for every \( h \geq 2 \), \( \chi(G, h) \) and \( \xi(G, h) \) exist, and \( \chi(G, h) = \xi(G, h) \).

Regarding restricted addition, for \( \chi'(G, h) \) and \( \xi'(G, h) \) to both exist, we clearly need \( 1 \leq h \leq n - 1 \). Furthermore, observe that if \( G \) is isomorphic to an elementary abelian 2-group, then there is no subset \( A \) of \( G \) for which \( 0 \in 2^*A \).

In Section 2 we establish the following:

**Proposition 3.** Let \( G \) be an abelian group of order \( n \geq 6 \). Then for every \( 3 \leq h \leq n - 3 \), \( \chi'(G, h) \) and \( \xi'(G, h) \) exist, and \( \chi'(G, h) = \xi'(G, h) \). Furthermore, the same conclusions hold if \( h \in \{2, n - 2\} \), unless \( G \) is isomorphic to an elementary abelian 2-group.

According to Propositions 2 and 3, and in contrast to the situation above with an unlimited number of terms, it suffices to study \( \chi(G, h) \) and \( \chi'(G, h) \).

So let us see what we can say about these quantities. We can determine the exact value of \( \chi(G, h) \), as follows.

Recall that the minimum size
\[
\rho(G, m, h) = \min\{|hA| : A \subseteq G, |A| = m\}
\]
of \( h \)-fold sumsets of \( m \)-subsets of \( G \) is known for all \( G, m, \) and \( h \). To state the result, we need the function
\[
u(n, m, h) = \min\{f_d(m, h) : d \in D(n)\},
\]
where \( n, m, \) and \( h \) are positive integers, \( D(n) \) is the set of positive divisors of \( n \), and
\[
f_d(m, h) = (h \left\lceil \frac{m}{d} \right\rceil - h + 1) \cdot d.
\]
(Here \( u(n, m, h) \) is a relative of the Hopf–Stiefel function used also in topology and bilinear algebra; see, for example, [24], [22], and [18].) We then have:

**Theorem 4 (Plagne; cf. [23]).** Let \( n, m, \) and \( h \) be positive integers with \( m \leq n \). For any abelian group \( G \) of order \( n \) we have
\[
\rho(G, m, h) = u(n, m, h).
\]

Theorem 4 allows us to determine \( \chi(G, h) \); in order to do so, we introduce a—perhaps already familiar—function first.

Suppose that \( h \) and \( g \) are fixed positive integers; since we will only need the cases when \( 1 \leq g \leq h \), we make that assumption here. Recall that we let \( D(n) \) denote the set of positive divisors of \( n \). We then define
\[
v_g(n, h) = \max\left\{\left(\left\lfloor \frac{d - 1 - \gcd(d, g)}{h} \right\rfloor + 1\right) \cdot \frac{n}{d} : d \in D(n)\right\}.
\]
We should note that the function \( v_g(n, h) \) has appeared elsewhere in additive combinatorics already. For example, according to the classical result of Diamanda and Yap (see \([5]\))\footnote{BA}, the maximum size of a sum-free set (that is, a set \( A \) that is disjoint from \( 2A \)) in the cyclic group \( \mathbb{Z}_n \) is given by \footnote{BA}

\[
v_1(n, 3) = \begin{cases} \left(1 + \frac{1}{p}\right) \frac{n}{3} & \text{if } n \text{ has prime divisors congruent to 2 mod 3,} \\ \left\lceil \frac{n}{3} \right\rceil & \text{otherwise;} \end{cases}
\]

similarly, this author proved (see \([3]\))\footnote{BA} that the maximum size of a \((3, 1)\)-sum-free set in \( \mathbb{Z}_n \) (where \( A \) is disjoint from \( 3A \)) equals

\[
v_2(n, 4) = \begin{cases} \left(1 + \frac{1}{p}\right) \frac{n}{4} & \text{if } n \text{ has prime divisors congruent to 3 mod 4,} \\ \left\lceil \frac{n}{4} \right\rceil & \text{otherwise.} \end{cases}
\]

It is believed that the analogous result for \((k, l)\)-sum-free sets in \( \mathbb{Z}_n \) (where \( kA \cap lA = \emptyset \) for positive integers \( k > l \)) is given by \( v_{k-l}(n, k + l) \); this was established for the case when \( k - l \) and \( n \) are relatively prime by Hamidoune and Plagne (see \([17]\)). In Section 3 we provide the following simpler alternate formula for \( v_g(n, h) \), from which the expressions for \( v_1(n, 3) \) and \( v_2(n, 4) \) above readily follow:

**Theorem 5.** Suppose that \( n, h, \) and \( g \) are positive integers and that \( 1 \leq g \leq h \). For \( i = 2, 3, \ldots, h - 1 \), let \( P_i(n) \) be the set of those prime divisors of \( n \) that do not divide \( g \) and that leave a remainder of \( i \) when divided by \( h \); that is,

\[
P_i(n) = \{ p \in D(n) \setminus D(g) : p \text{ prime and } \: p \equiv i \pmod{h}\}.
\]

We let \( I \) denote those values of \( i = 2, 3, \ldots, h - 1 \) for which \( P_i(n) \neq \emptyset \), and for each \( i \in I \), we let \( p_i \) be the smallest element of \( P_i(n) \).

Then, the value of \( v_g(n, h) \) is

\[
v_g(n, h) = \begin{cases} \frac{n}{h} \cdot \max \left\{ 1 + \frac{h-i}{p_i} : i \in I \right\} & \text{if } I \neq \emptyset; \\ \left\lceil \frac{n}{h} \right\rceil & \text{if } I = \emptyset \text{ and } g \neq h; \\ \left\lceil \frac{n-1}{h} \right\rceil & \text{if } I = \emptyset \text{ and } g = h. \end{cases}
\]

Theorem 5 greatly simplifies the evaluation of the function \( v_g(n, h) \).

Returning now to the \( h \)-critical number of groups, in Section 4 we prove:

**Theorem 6.** For all finite abelian groups \( G \) of order \( n \) and all positive integers \( h \), the (unrestricted) \( h \)-critical number of \( G \) equals

\[\chi(G, h) = v_1(n, h) + 1.\]
Evaluating the restricted $h$-critical number $\chi^\ast(G, h)$ seems much more challenging, and this is, of course, due to the fact that we do not have a general formula for the minimum size
\[
\rho^\ast(G, m, h) = \min\{|h^A| : A \subseteq G, |A| = m\}
\]
of $h$-fold restricted sumsets of $m$-subsets of $G$. Indeed, we do not even know the value of $\rho^\ast(G, m, h)$ for cyclic groups $G$ and $h = 2$. Essentially the only general result is for groups of prime order; solving a conjecture made by Erdős and Heilbronn three decades earlier—not mentioned in [10] but in [9]—Dias Da Silva and Hamidoune succeeded in proving the following:

**Theorem 7** (Dias Da Silva and Hamidoune; cf. [6]). For a prime $p$ and integers $1 \leq h \leq m \leq p$, we have
\[
\rho^\ast(\mathbb{Z}_p, m, h) = \min\{p, hm - h^2 + 1\}.
\]
(The result was reestablished, using different methods, by Alon, Nathanson, and Ruzsa; see [1], [2], and [21].) As a consequence, we have:

**Corollary 8.** For any positive integer $h$ and prime $p$ with $h \leq p - 1$ we have
\[
\chi^\ast(\mathbb{Z}_p, h) = \lfloor(p - 2)/h\rfloor + h + 1.
\]

Let us see what else we can say about $\chi^\ast(G, h)$. Trivially, for all groups $G$ of order $n$ we have
\[
\chi^\ast(G, 1) = \chi^\ast(G, n - 1) = n.
\]

In Section 5, we find the value of $\chi^\ast(G, 2)$:

**Proposition 9.** Suppose that $G$ is of order $n$ and is not isomorphic to the elementary abelian 2-group, and let $L$ denote its subset—indeed, subgroup—consisting of elements of order at most 2. Then
\[
\chi^\ast(G, 2) = (n + |L|)/2 + 1.
\]

(Observe that $n + |L|$ is always even.) As a consequence, for high values of $h$, we get:

**Proposition 10.** Suppose that $G$ is of order $n$ and is not isomorphic to the elementary abelian 2-group, and let $L$ denote its subset consisting of elements of order at most 2. For all $h$ with
\[
(n + |L|)/2 - 1 \leq h \leq n - 2,
\]
we have
\[
\chi^\ast(G, h) = h + 2.
\]
The easy proof is in Section 5.

Propositions 9 and 10 leave us with the task of determining $\chi^*(G, h)$ for groups of composite order and

$$3 \leq h \leq (n + |L|)/2 - 2.$$ 

In Section 6 we complete this task for cyclic groups of even order:

**Theorem 11.** Suppose that $n$ is even and $n \geq 12$. Then

$$\chi^*(\mathbb{Z}_n, h) = \begin{cases} n/2 + 1 & \text{if } 3 \leq h \leq n/2 - 2; \\ n/2 + 2 & \text{if } h = n/2 - 1. \end{cases}$$

(This result was established for $h = 3$ by Gallardo, Grekos, et al. in [13]; our proof for the general case is based on their method.)

In Section 7 we take a closer look at the case of $h = 3$. First, we prove tight lower bounds:

**Theorem 12.** Let $n$ be an arbitrary integer with $n \geq 15$.

1. If $n$ has prime divisors congruent to 2 mod 3 and $p$ is the smallest such divisor, then

$$\chi^*(\mathbb{Z}_n, 3) \geq \begin{cases} \left(1 + \frac{1}{p}\right) \frac{n}{3} + 3 & \text{if } n = p; \\ \left(1 + \frac{1}{p}\right) \frac{n}{3} + 2 & \text{if } n = 3p; \\ \left(1 + \frac{1}{p}\right) \frac{n}{3} + 1 & \text{otherwise.} \end{cases}$$

2. If $n$ has no prime divisors congruent to 2 mod 3, then

$$\chi^*(\mathbb{Z}_n, 3) \geq \begin{cases} \left\lfloor \frac{n}{3} \right\rfloor + 4 & \text{if } n \text{ is divisible by } 9; \\ \left\lfloor \frac{n}{3} \right\rfloor + 3 & \text{otherwise.} \end{cases}$$

We also claim that, actually, equality holds above for all $n$—this is certainly the case if $n$ is even or prime; we have verified this (by computer) for all $n \leq 50$; and in Section 7 we prove that equality follows from a conjecture that appeared in [4]. Our conjecture is a generalization of the one made by Gallardo, Grekos, et al. in [13] that was proved (for large $n$) by Lev in [19].

The pursuit of finding the value of $\chi^*(G, h)$ in general remains challenging and exciting.
2. Preliminary results

In this section we establish Propositions 2 and 3. We start with the following easy result:

**Proposition 13.** Let $A$ be an $m$-subset of $G$ and $h$ be a positive integer.

1. If either
   (a) $h = 1$ or
   (b) $A$ is a coset of a subgroup of $G$,
   then $|hA| = m$.

2. In all other cases, $|hA| \geq m + 1$.

**Proof.** The first claim is trivial. To prove the second claim, we assume that $h \geq 2$ and that $|hA| \leq |A| = m$. We will show that for any $a \in A$, we have $A = a + H$, where $H$ is the stabilizer subgroup of $(h - 1)A$; that is,

$$H = \{ g \in G \mid g + (h - 1)A = (h - 1)A \}.$$

Consider the set $A' = A - a$. Since $(h - 1)A$ is a subset of $A' + (h - 1)A$, we have

$$|hA| = |hA - a| = |A' + (h - 1)A| \geq |(h - 1)A| \geq |A|;$$

but then

$$A' + (h - 1)A = (h - 1)A.$$

Therefore, $A' \subseteq H$, and so $A \subseteq a + H$, which implies that

$$|a + H| \geq |A| \geq |hA| \geq |(h - 1)A| = |H + (h - 1)A| \geq |H| = |a + H|.$$

Then equality must hold throughout, and thus $a + H = A$, establishing our claim. \hfill \Box

As an immediate corollary, we see that $\chi(G, h)$ is well defined for all $G$ and $h$, and $\xi(G, h)$ is well defined if, and only if, the trivial conditions $n \geq 3$ and $h \geq 2$ hold.

The version of Proposition 13 for restricted sumsets is substantially more complicated:

**Theorem 14** (Girard, Griffiths, and Hamidoune; cf. [15]). Let $A$ be an $m$-subset of $G$, and suppose that $1 \leq h \leq m - 1$. We let $L$ denote the subgroup of $G$ that consists of elements of order at most 2.

1. If $h \in \{2, m - 2\}$ and $A$ is a coset of a subgroup of $L$, then $|hA| = m - 1$.

2. If any of the conditions
   (a) $h \in \{1, m - 1\}$,
   (b) $A$ is a coset of a subgroup of $G$,
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(c) \( h \in \{2, m-2\} \) and \( A \) consists of all but one element of a coset of a subgroup of \( L \), or

(d) \( h \in \{2, m-2\} \) and \( m = 4 \) and \( A \) consists of two cosets of a subgroup of order 2

holds, then \( |h \hat{A}| = m \).

(3) In all other cases, \( |h \hat{A}| \geq m + 1 \).

As a consequence, we get that \( \chi^\ast(G, h) \) is well defined if, and only if, one of the following holds:

- \( h \in \{1, n-1\} \),
- \( h \in \{2, n-2\} \), and \( G \) is not isomorphic to an elementary abelian 2-group,
- \( 3 \leq h \leq n-3 \);

and \( \xi^\ast(G, h) \) is well defined if, and only if, one of the following holds:

- \( n = 5 \) and \( h = 2 \),
- \( n \geq 6 \), \( h \in \{2, n-2\} \), and \( G \) is not isomorphic to an elementary abelian 2-group;
- \( 3 \leq h \leq n-3 \).

From this we can conclude that, other than the trivial cases of \( h \in \{1, n-1\} \) or \( n \leq 5 \), \( \xi^\ast(G, h) \) is well defined exactly when \( \chi^\ast(G, h) \) is.

Next we prove that our \( \xi \) quantities are equal to their respective \( \chi \) versions:

**Proposition 15.** When they exist, we have

\[ \xi(G, h) = \chi(G, h) \]

and

\[ \xi^\ast(G, h) = \chi^\ast(G, h). \]

**Proof.** We only prove the first claim as the other is similar. For that, the other direction being obvious, we just need to show that

\[ \xi(G, h) \geq \chi(G, h). \]

To see this, let \( B \) be a subset of \( G \) of size \( \chi(G, h) - 1 \) for which \( hB \neq G \). Since \( |B| \leq n-1 \), we have \( | -B| \leq n-1 \) as well; let \( g \in G \setminus (-B) \). Then \( A = g + B \) has size \( \chi(G, h) - 1 \), and \( A \subseteq G \setminus \{0\} \), since \( 0 \in A \) would contradict \( g \not\in -B \). But \( hA \) and \( hB \) have the same size, so we conclude that \( hA \neq G \), from which our inequality follows. \( \square \)
3. The function \( v_g(n, h) \)

In this section we prove Theorem 5. As usual, we suppose that \( d \) is a positive divisor of \( n \), and define the function

\[
f(d) = \left( \left\lfloor \frac{d - 1 - \gcd(d, g)}{h} \right\rfloor + 1 \right) \cdot \frac{n}{d}.
\]

We first prove the following.

**Claim 1.** Let \( i \) be the remainder of \( d \) when divided by \( h \). We then have

\[
f(d) = \begin{cases} 
    \frac{n}{h} \cdot \left(1 + \frac{h-i}{d}\right) & \text{if } \gcd(d, g) < i; \\
    \frac{n}{h} \cdot \left(1 - \frac{h}{d}\right) & \text{if } h|d \text{ and } g = h; \\
    \frac{n}{h} \cdot \left(1 - \frac{i}{d}\right) & \text{otherwise}.
\end{cases}
\]

**Proof of Claim 1.** We start with

\[
\left\lfloor \frac{d - 1 - \gcd(d, g)}{h} \right\rfloor = \frac{d - i}{h} + \left\lfloor \frac{i - 1 - \gcd(d, g)}{h} \right\rfloor.
\]

We investigate the maximum and minimum values of the quantity \( \left\lfloor \frac{i - 1 - \gcd(d, g)}{h} \right\rfloor \).

For the maximum, we have

\[
\left\lfloor \frac{i - 1 - \gcd(d, g)}{h} \right\rfloor \leq \left\lfloor \frac{(h-1) - 1 - 1}{h} \right\rfloor \leq 0,
\]

with equality if, and only if, \( i - 1 - \gcd(d, g) \geq 0 \); that is, \( \gcd(d, g) < i \).

For the minimum, we get

\[
\left\lfloor \frac{i - 1 - \gcd(d, g)}{h} \right\rfloor \geq \left\lfloor \frac{0 - 1 - g}{h} \right\rfloor \geq \left\lfloor \frac{0 - 1 - h}{h} \right\rfloor = -2,
\]

with equality if, and only if, \( i = 0 \), \( \gcd(d, g) = g \), and \( g = h \); that is, \( h|d \) and \( g = h \).

The proof of Claim 1 now follows easily. \( \Box \)

**Claim 2.** Using the notations as above, assume that \( \gcd(d, g) \geq i \). Then

\[
f(d) \leq \begin{cases} 
    n/h & \text{if } g \neq h; \\
    (n - 1)/h & \text{if } g = h.
\end{cases}
\]

**Proof of Claim 2.** By Claim 1, we have \( f(d) \leq n/h \). Furthermore, unless \( i = 0 \) and \( g \neq h \), we have

\[
f(d) \leq \frac{n}{h} \cdot \left(1 - \frac{1}{d}\right) \leq \frac{n}{h} \cdot \left(1 - \frac{1}{n}\right) = \frac{n - 1}{h}.
\]
Claim 3. For all \( g, h, \) and \( n \) we have

\[
v_g(n,h) \geq \begin{cases} \left\lfloor \frac{n}{h} \right\rfloor & \text{if } g \neq h; \\ \left\lfloor \frac{n-1}{h} \right\rfloor & \text{if } g = h. \end{cases}
\]

Proof of Claim 3. We first note that

\[
v_g(n,h) = \max \left\{ \left( \left\lfloor \frac{d-1 - \gcd(d,g)}{h} \right\rfloor + 1 \right) \cdot \frac{n}{d} : d \in D(n) \right\}
\]

\[
\geq \left\lfloor \frac{n-1 - \gcd(n,g)}{h} \right\rfloor + 1
\]

\[
\geq \left\lfloor \frac{n-1 - g}{h} \right\rfloor + 1.
\]

The claim now follows, since \( g + 1 \leq h \), unless \( g = h \) in which case

\[
\left\lfloor \frac{n-1 - g}{h} \right\rfloor + 1 = \left\lfloor \frac{n-1}{h} \right\rfloor.
\]

We are now ready for the proof of Theorem 5. Let \( d_0 \) be any positive divisor of \( n \) for which \( v_g(n,h) = f(d_0) \); let \( i_0 \) be the remainder of \( d_0 \) mod \( h \). The following two claims together establish Theorem 5.

Claim 4. If \( \gcd(d_0, g) \geq i_0 \), then \( I = \emptyset \) and

\[
v_g(n,h) = \begin{cases} \left\lfloor \frac{n}{h} \right\rfloor & \text{if } g \neq h; \\ \left\lfloor \frac{n-1}{h} \right\rfloor & \text{if } g = h. \end{cases}
\]

Proof of Claim 4. By Claim 2,

\[
v_g(n,h) = f(d_0) \leq n/h.
\]

If we were to have an element \( i \in I \), then for the corresponding prime divisor \( p_i \) of \( n \) we have

\[
\gcd(p_i, g) = 1 < i,
\]

thus by Claim 1,

\[
v_g(n,h) \geq f(p_i) = \frac{n}{h} \cdot \left( 1 + \frac{h-i}{p_i} \right) > \frac{n}{h},
\]

a contradiction. The result now follows from Claims 2 and 3. \( \square \)
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**Claim 5.** If \( \gcd(d_0, g) < i_0 \), then \( i_0 \in I \), \( d_0 \in P_{i_0}(n) \), and

\[
    v_g(n, h) = \frac{n}{h} \cdot \left( 1 + \frac{h - i_0}{d_0} \right).
\]

**Proof of Claim 5.** First, we prove that \( d_0 \) is prime. Note that our assumption implies that \( i_0 \geq 2 \), and thus \( d_0 \) has no divisor that is divisible by \( h \), and has at least one prime divisor that leaves a remainder greater than \( 1 \) mod \( h \). Let \( p \) be the smallest prime divisor of \( d_0 \) that leaves a remainder more than \( 1 \) mod \( h \), and let \( i \) be this remainder.

We establish the inequality

\[
    \frac{h - 2}{p^2} < \frac{h - i}{p},
\]

as follows. Since \( i \leq h - 1 \), the inequality clearly holds when \( p > h - 2 \), so let us assume that \( p \leq h - 2 \). Note that, in this case, \( i = p \), so we need to establish that

\[
    \frac{h - 2}{p^2} < \frac{h - p}{p},
\]

this is not hard either since we have

\[
    h - 2 = hp - h(p - 1) - 2 \leq hp - (p + 2)(p - 1) - 2 = hp - p^2 - p < (h - p)p.
\]

Assume now that \( i \neq i_0 \), and thus \( d_0/p \neq 1 \) mod \( h \). Then \( d_0/p \) also has a prime divisor, say \( p' \), that leaves a remainder greater than \( 1 \) mod \( h \), and by the choice of \( p, p' \geq p \) and thus \( d_0 \geq p^2 \). But then we have

\[
    v_g(n, h) = f(d_0) = \frac{n}{h} \cdot \left( 1 + \frac{h - i_0}{d_0} \right) \leq \frac{n}{h} \cdot \left( 1 + \frac{h - 2}{p^2} \right) < \frac{n}{h} \cdot \left( 1 + \frac{h - i}{p} \right) = f(p),
\]

a contradiction.

Therefore, \( i = i_0 \), and thus

\[
    v_g(n, h) = f(d_0) = \frac{n}{h} \cdot \left( 1 + \frac{h - i_0}{d_0} \right) \leq \frac{n}{h} \cdot \left( 1 + \frac{h - i_0}{p} \right) = f(p);
\]

since we must have equality, \( d_0 = p \) follows.

This establishes the fact that \( d_0 \) is prime. Since

\[
    \gcd(d_0, g) < i_0 \leq d_0,
\]

\( d_0 \) cannot divide \( g \). This establishes Claim 5, and thus completes the proof of Theorem 5.

We should also note that it is easy to show that, when \( I \neq \emptyset \) in the statement of Theorem 5, there is a unique \( i \) (and thus \( p_i \)) for which \( \frac{h - i}{p_i} \) is maximal.
4. The unrestricted $h$-critical number

Here we establish Theorem 6; in particular, we prove that, for $m = v_1(n,h)$, we have
$$u(n, m, h) < n$$
but
$$u(n, m + 1, h) \geq n.$$ Let $d_0 \in D(n)$ be such that
$$v_1(n, h) = \max \left\{ \left( \left\lfloor \frac{d - 2}{h} \right\rfloor + 1 \right) \cdot \frac{n}{d} : d \in D(n) \right\} = \left( \left\lfloor \frac{d_0 - 2}{h} \right\rfloor + 1 \right) \cdot \frac{n}{d_0}.$$

**Proof.** To establish the first inequality, simply note that
$$u(n, m, h) \leq f_{n/d_0}(m, h) = \left( h \cdot \left( \left\lfloor \frac{d_0 - 2}{h} \right\rfloor + 1 \right) - h + 1 \right) \cdot \frac{n}{d_0} \leq (d_0 - 1) \cdot \frac{n}{d_0} < n.$$

For the second inequality, we must prove that, for any $d \in D(n)$, we have $f_d(m + 1, h) \geq n$; that is,
$$h \cdot \left( \left\lfloor \frac{d_0 - 2}{h} \right\rfloor + 1 \right) \cdot \frac{n}{d_0} + 1 \geq n \cdot \frac{n}{d}.$$ But $n/d \in D(n)$, so by the choice of $d_0$, we have
$$\left( \left\lfloor \frac{d_0 - 2}{h} \right\rfloor + 1 \right) \cdot \frac{n}{d_0} \geq \left( \left\lfloor \frac{n/d - 2}{h} \right\rfloor + 1 \right) \cdot \frac{n}{n/d},$$
and thus
$$h \cdot \left( \left\lfloor \frac{d_0 - 2}{h} \right\rfloor + 1 \right) \cdot \frac{n}{d_0} + 1 \geq h \cdot \left( \left\lfloor \frac{n/d - 2}{h} \right\rfloor + 1 \right) + \frac{1}{d} \right) - h + 1 = h \cdot \left( \left\lfloor \frac{n/d - 2}{h} \right\rfloor + 2 \right) - h + 1 \geq h \cdot \left( \frac{n/d - 2 - (h - 1)}{h} + 2 \right) - h + 1 = \frac{n}{d}.$$ Our proof is complete. □
5. The restricted $h$-critical number for $h = 2$ and large $h$

In this section we establish Propositions 9 and 10. We first prove the following.

**Lemma 16.** For a given $g \in G$, let $L_g = \{ x \in G \mid 2x = g \}$. If $L_g \neq \emptyset$, then $|L_g| = |L|$.

**Proof.** Choose an element $x \in L_g$. Then $x - L_g \subseteq L$, so $|x - L_g| = |L_g| \leq |L|$.

Similarly, $x + L \subseteq L_g$, so $|x + L| = |L| \leq |L_g|$. □

**Proof of Proposition 9.** Suppose first that $m = (n + |L|)/2 + 1$.

Note that our assumption on $G$ implies that $3 \leq m \leq n$.

Let $A$ be an $m$-subset of $G$, let $g \in G$ be arbitrary, and set $B = g - A$. Then $|B| = m$, and thus

$$|A \cap B| = |A| + |B| - |A \cup B| \geq 2m - n = |L| + 2.$$ 

By our lemma above, we must have an element $a_1 \in A \cap B$ for which $a_1 \notin L_g$. Since $a_1 \in A \cap B$, we also have an element $a_2 \in A$ for which $a_1 = g - a_2$ and thus $g = a_1 + a_2$. But $a_1 \notin L_g$, and therefore $a_2 \neq a_1$. In other words, $g \in 2^A$; since $g$ was arbitrary, we have $G = 2^A$, as claimed.

For the other direction, we need to find a subset $A$ of $G$ with

$$|A| = (n + |L|)/2$$

for which $2^A \neq G$. Observe that the elements of $G \setminus L$ are distinct from their inverses, so we have a (possibly empty) subset $K$ of $G \setminus L$ with which

$$G = L \cup K \cup (-K),$$

and $L, K,$ and $-K$ are pairwise disjoint. Now set $A = L \cup K$. Clearly, $A$ has the right size; furthermore, it is easy to verify that $0 \notin 2^A$ and thus $2^A \neq G$. □

Next, we show how Proposition 9 allows us evaluate $\chi^*(G, h)$ for all large values of $h$.

**Proof of Proposition 10.** Assume first that $A$ is an $(h+1)$-subset of $G$. Then

$$|h^*A| = h + 1 \leq n - 1,$$

so $\chi^*(G, h)$ is at least $h + 2$.

Now let $A$ be an $(h+2)$-subset of $G$. Then, by symmetry, $|h^*A| = |2^A|$; since

$$|A| = h + 2 \geq (n + |L|)/2 + 1,$$

by Proposition 9 we have $h^*A = G$. This establishes our claim. □
6. The restricted $h$-critical number of cyclic groups of even order

Here we prove Theorem 11. Our methods are similar to the one by Gallardo, Grekos, et al. in [13] where they established the result for $h = 3$.

Proof. The cases of $h \leq 2$ or $h \geq n/2$ have been already addressed, leaving only $3 \leq h \leq n/2 - 1$. In fact, as we now show, it suffices to treat the cases of $3 \leq h \leq n/4$:

To conclude that we then have

$$\chi(Z_n, h) = n/2 + 1$$

for $n/4 + 1 \leq h \leq n/2 - 2$, as well, note that, obviously, $\chi(Z_n, h) \geq n/2 + 1$, and that if $A$ is a subset of $Z_n$ of size $n/2 + 1$, then, since

$$3 \leq n/2 + 1 - h \leq n/4,$$

we have

$$|h^A| = |(n/2 + 1 - h)^A| = n.$$

Similarly, with $\chi(Z_n, 2) = n/2 + 2$ and $\chi(Z_n, 3) = n/2 + 1$ we can settle the case of $h = n/2 - 1$: Choosing a subset $A$ of $Z_n$ of size $n/2 + 1$ for which $|2^A| < n$ implies that we also have

$$|(n/2 - 1)^A| < n$$

and thus $\chi(Z_n, n/2 - 1)$ is at least $n/2 + 2$; while for any $B \subset Z_n$ of size $n/2 + 2$ we get

$$|(n/2 - 1)^B| = |3^B| = n.$$

Therefore, for the rest of the proof, we assume that $3 \leq h \leq n/4$.

Since we clearly have $\chi(Z_n, h) \geq n/2 + 1$, it suffices to prove the reverse inequality. For that, let $A$ be a subset of $Z_n$ of size $n/2 + 1$; we need to prove that $h^A = Z_n$.

Let $O$ and $E$ denote the set of odd and even elements of $Z_n$, respectively, and let $A_O$ and $A_E$ be the set of odd and even elements of $A$, respectively. Note that both $A_O$ and $A_E$ have size at most $n/2$ and thus neither can be empty. We will consider four cases:

Assume first that $|A_O| \leq 2$. Then $|A_E| \geq n/2 - 1$. Observe that $3 \leq h \leq n/4$ and $n \geq 12$ imply that

$$2 \leq h - 1 < h \leq n/2 - 3,$$

and $n/2 - 1$ is not a divisor of $n$. Therefore, by Theorem 14, both $(h - 1)^A_E$ and $h^A_E$ have size at least $n/2$. But, of course, both $(h - 1)^A_E$ and $h^A_E$ are subsets of $E$, so

$$(h - 1)^A_E = h^A_E = E.$$
THE $h$-CRITICAL NUMBER OF FINITE ABELIAN GROUPS

Now let $a$ be any element of $A_O$; we then see that
\[ a + (h - 1)^\cdot A_E = a + E = O. \]
Therefore,
\[ (a + (h - 1)^\cdot A_E) \cup h^\cdot A_E = O \cup E = \mathbb{Z}_n; \]
since both $a + (h - 1)^\cdot A_E$ and $h^\cdot A_E$ are subsets of $h^\cdot A$, we get $h^\cdot A = \mathbb{Z}_n$.

Next, we assume that $|A_E| \leq 2$. In this case, an argument similar to the one in the previous case yields that
\[ (h - 1)^\cdot A_O = \begin{cases} O & \text{if } h \text{ is even,} \\ E & \text{if } h \text{ is odd}; \end{cases} \]
and
\[ h^\cdot A_O = \begin{cases} E & \text{if } h \text{ is even,} \\ O & \text{if } h \text{ is odd}. \end{cases} \]

Let $a$ be any element of $A_E$; we get
\[ (a + (h - 1)^\cdot A_O) \cup h^\cdot A_O = \mathbb{Z}_n \]
regardless of whether $h$ is even or odd; therefore, $h^\cdot A = \mathbb{Z}_n$.

Before turning to the last two cases, we observe that, since $h \leq n/4$, we have
\[ |A| = n/2 + 1 \geq 2h + 1, \]
and thus at least one of $A_O$ or $A_E$ must have size at least $h + 1$.

Consider the case when $|A_O| \geq 3$ and $|A_E| \geq h + 1$. Referring to Theorem 14 again, we deduce that $(h - 2)^\cdot A_O$ and $(h - 1)^\cdot A_E$ both have size at least $|A_E|$, and that $2^\cdot A_O$ is of size at least $|A_O|$. Now let $g_O$ be any element of $O$; we have
\[ |g_O - A_O| + |(h - 1)^\cdot A_E| \geq |A_O| + |A_E| = n/2 + 1. \]
But $g_O - A_O$ and $(h - 1)^\cdot A_E$ are both subsets of $E$, so they cannot be disjoint; this then means that $g_O$ can be written as the sum of an element of $A_O$ and $h - 1$ distinct elements of $A_E$, so $g_O \in h^\cdot A$.

Similarly, for any element $g_E$ of $E$, we have
\[ |g_E - (h - 2)^\cdot A_E| + |2^\cdot A_O| \geq |A_E| + |A_O| = n/2 + 1, \]
and thus $g_E$ can be written as the sum of $h - 2$ distinct elements of $A_E$ and two distinct elements of $A_O$, so $g_E \in h^\cdot A$.

Combining the last two paragraphs yields $O \cup E \subseteq h^\cdot A$ and thus $h^\cdot A = \mathbb{Z}_n$.

For our fourth case, assume that $|A_E| \geq 3$ and $|A_O| \geq h + 1$. As above, we can conclude that $|(h - 2)^\cdot A_O| \geq |A_O|$, $|(h - 1)^\cdot A_O| \geq |A_O|$, and $|2^\cdot A_E| \geq |A_E|$. 107
Let \( g \) be any element of \( \mathbb{Z}_n \). If \( g \) and \( h \) are of the same parity (both even or both odd), then we find that \( g - (h - 2)^{-1}A_O \) and \( 2^{-1}A_E \) are each subsets of \( E \). As above, we see that they cannot be disjoint, and thus

\[
g \in (h - 2)^{-1}A_O + 2^{-1}A_E \subseteq h^{-1}A.
\]

The subcase when \( g \) is even and \( h \) is odd is similar: this time we see that \( g - (h - 1)^{-1}A_O \) and \( A_E \) are each subsets of \( E \) and that they cannot be disjoint, so

\[
g \in (h - 1)^{-1}A_O + A_E \subseteq h^{-1}A.
\]

The final subcase, when \( g \) is odd and \( h \) is even, needs more work. We first prove that there is at most one element \( a \in A_O \) for which \( A_O \setminus \{a\} \) is the coset of a subgroup of \( \mathbb{Z}_n \). Suppose, indirectly, that \( a_1 \) and \( a_2 \) are distinct elements of \( A_O \) so that \( A_O \setminus \{a_1\} \) and \( A_O \setminus \{a_2\} \) are both cosets. In this case, they must be cosets of the same subgroup since \( \mathbb{Z}_n \) has only one subgroup of that size. But \( |A_O| \geq 3 \), so \( A_O \setminus \{a_1\} \) and \( A_O \setminus \{a_2\} \) are not disjoint, which implies that they are actually equal, which is a contradiction since \( a_1 \) is an element of \( A_O \setminus \{a_2\} \) but not of \( A_O \setminus \{a_1\} \).

We also need to consider the special case when \( |A_O| = 5 \); we can then see that there is at most one element \( a \in A_O \) for which \( A_O \setminus \{a\} \) is the union of two cosets of \( \{0, n/2\} \).

Hence we have an element \( a_O \in A_O \) so that \( A_O \setminus \{a_O\} \) is not the coset of a subgroup of \( \mathbb{Z}_n \), and not the union of two cosets of the subgroup of size 2. But then, by Theorem 14,

\[
|(h - 2)^{-1}(A_O \setminus \{a_O\})| \geq |A_O|.
\]

Therefore,

\[
|(h - 2)^{-1}(A_O \setminus \{a_O\})| + |g - a_O - A_E| \geq |A_O| + |A_E| = n/2 + 1;
\]

since both

\[
(h - 2)^{-1}(A_O \setminus \{a_O\}) \text{ and } g - a_O - A_E
\]

are subsets of \( E \), this can only happen if they are not disjoint, which means that

\[
g \in (h - 2)^{-1}(A_O \setminus \{a_O\}) + (a_O + A_E) \subseteq h^{-1}A.
\]

This completes our proof. \( \square \)
7. The restricted 3-critical number of cyclic groups

In this section we summarize what we can say about the case of \( h = 3 \) in the cyclic group of order \( n \). Recall that by Theorem 4, we have
\[
\rho(Z_n, m, h) = u(n, m, h) = \min \{ (h \lceil m/d \rceil - h + 1) \cdot d \mid d \in D(n) \}.
\]
We will rely on the following result on the minimum size of \( h \)-fold restricted sumsets:

**Theorem 17** (B.; cf. [4]). Suppose that positive integers \( n \) and \( m \) satisfy \( 4 \leq m \leq n \), and let \( u_3 = u(n, m, 3) \) and \( d_0 = \gcd(n, m - 1) \). We then have:
\[
\rho^*(Z_n, m, 3) \leq \begin{cases} 
\min \{ u_3, 3m - 3 - d_0 \} & \text{if } d_0 \geq 8; \\
\min \{ u_3, 3m - 10 \} & \text{if } d_0 = 7, \text{ or } d_0 \leq 5, 3|n, \text{ and } 3|m; \text{ or } d_0 \leq 5, (3m - 9)|n, \text{ and } 5|(m - 3); \\
\min \{ u_3, 3m - 9 \} & \text{if } d_0 = 6, \text{ or } m = 6 \text{ and } 10|n \text{ but } 3 \nmid n; \\
\min \{ u_3, 3m - 8 \} & \text{otherwise.}
\end{cases}
\]

**Proof of Theorem 12.** Note that the case when \( n \) is even follows from Theorem 11, since
\[
\left( 1 + \frac{1}{2} \right) \frac{n}{3} + 1 = \frac{n}{2} + 1;
\]
and the case when \( n \) is prime follows from Corollary 8 since
\[
\left\lfloor \frac{p - 2}{3} \right\rfloor + 3 + 1 = \begin{cases} 
\left( 1 + \frac{1}{p} \right) \frac{p}{3} + 3 & \text{if } p \equiv 2 \text{ mod } 3; \\
\left\lceil \frac{p}{3} \right\rceil + 3 & \text{otherwise.}
\end{cases}
\]
Therefore, we may assume that \( n \) is odd and composite, and \( n \geq 21 \).

We observe first that for
\[
m = \left\lfloor \frac{n}{3} \right\rfloor + 2
\]
we have
\[
\rho^*(Z_n, m, 3) \leq u^*(n, m, 3) \leq 3m - 8 \leq n - 2,
\]
so we always have
\[
\chi^*(Z_n, 3) \geq \left\lfloor \frac{n}{3} \right\rfloor + 3.
\]

Assume now that \( n \) has no prime divisors congruent to 2 mod 3 and that \( n \) is divisible by 9; let \( m = n/3 + 3 \). Then \( m - 1 \) and \( n \) are relatively prime, since if \( d \) is a divisor of both \( m - 1 \) and \( n \), then \( d \) will divide both \( 3m - 3 \) and \( n \),
and hence also their difference, which is 6. However, \(n\) is odd and \(m - 1\) is not
divisible by 3 (since \(m\) is), so \(d = 1\). According to Theorem 17,
\[
\rho^\ast(\mathbb{Z}_n, m, 3) \leq \min\{u(n, m, 3), 3m - 10\} \leq 3m - 10 = n - 1,
\]
so
\[
\chi^\ast(\mathbb{Z}_n, 3) \geq n/3 + 4.
\]
Suppose now that \(n\) has a prime divisors congruent to 2 mod 3, and let \(p\) be
the smallest of these. We then have
\[
\chi^\ast(\mathbb{Z}_n, 3) \geq \chi(\mathbb{Z}_n, 3) = v_1(n, 3) + 1 = \left(1 + \frac{1}{p}\right) \frac{n}{3} + 1.
\]
Now if \(n = 3p\), then we further have
\[
\chi^\ast(\mathbb{Z}_n, 3) \geq \left(1 + \frac{1}{p}\right) \frac{n}{3} + 2,
\]
since for
\[
m = \left(1 + \frac{1}{p}\right) \frac{n}{3} + 1 = p + 2
\]
we have
\[
\rho^\ast(\mathbb{Z}_n, m, 3) \leq u^*(n, m, 3) \leq 3m - 8 = 3p - 2 = n - 2.
\]
Our proof is now complete. \(\square\)

In [4] we made the following conjecture:

**Conjecture 18.** For all \(n\) and \(m\) with \(4 \leq m \leq n\), we have equality in Theo-
rem 17.

Correspondingly, we believe that:

**Conjecture 19.** For all values of \(n \geq 15\), equality holds in Theorem 12.

We have verified that Conjecture 19 holds for all values of \(n \leq 50\), and by Corollary 8 and Theorem 11, it holds when \(n\) is prime or even. As additional
support, we prove the following:

**Theorem 20.** Conjecture 18 implies Conjecture 19.

**Proof.** As we noted before, we may assume that \(n\) is odd, composite, and
greater than 15.

Suppose first that \(n\) has a prime divisor that is congruent to 2 mod 3, and let
\(p\) be the smallest such prime; since \(n\) is odd, \(p \geq 5\). Let us set
\[
m = \left(1 + \frac{1}{p}\right) \frac{n}{3} + 1.
\]
We need to prove that Conjecture 18 implies both of the following statements:
THE $n$-CRITICAL NUMBER OF FINITE ABELIAN GROUPS

A: $\hat{\rho}(\mathbb{Z}_n, m+1, 3) = n$.

B: If $\hat{\rho}(\mathbb{Z}_n, m, 3) < n$, then $n = 3p$.

First, note that $m = \chi(\mathbb{Z}_n, 3)$, so $u(n, m, 3) = n$ and thus $u(n, m+1, 3) = n$ as well. Thus, looking at the conjectured formula for $\rho^*(\mathbb{Z}_n, m, 3)$, to prove statement A, it suffices to verify that

A.1: $3(m+1) - 3 - \gcd(n, (m+1) - 1) \geq n$;
A.2: $3(m+1) - 9 \geq n$; and
A.3: If $3(m+1) - 10 < n$, then $\gcd(n, (m+1) - 1) \neq 7$, $m+1$ is not divisible by 3, and $(m+1) - 3$ is not divisible by 5.

Observe that if $d$ divides both $n$ and $m$, then $d$ divides $3m - n$ as well, and so
$$\gcd(n, m) \leq 3m - n = n/p + 3,$$
which implies that
$$3(m+1) - 3 - \gcd(n, (m+1) - 1) \geq (p+1) \cdot n/p + 3 - (n/p + 3) = n,$$
proving A.1.

To prove A.2, observe that, since $n$ is neither prime nor even, we have $n \geq 3p$, and so
$$3(m+1) - 9 = (p+1) \cdot n/p - 3 \geq n.$$

Similarly, we see that $3(m+1) - 10 < n$ may only occur if $n = 3p$, in which case $m = p + 2$, but then neither 3 nor $p$ divides $m$, so $\gcd(n, m) = 1$; $m+1 = p + 3$ is not divisible by 3; furthermore, $m - 2 = p$ is not divisible by 5 (since $p = 5$ would give $n = 15$, which we excluded). This proves A.3.

To prove statement B, we will suppose, indirectly, that $n \neq 3p$. But we assumed that $n$ was odd and composite, so $n = 5p$ or $n \geq 7p$; furthermore, if $n = 5p$ then, for $p$ to be the smallest prime divisor of $n$ that is congruent to 2 mod 3, $p$ would need to be 5. For $n = 25$ we get $m = 11$, but Conjecture 18 implies that $\hat{\rho}(\mathbb{Z}_{25}, 11, 3) = 25$, so we can rule out $n = 25$ and so assume that $n \geq 7p$. Thus, looking again at the conjectured formula for $\rho^*(\mathbb{Z}_n, m, 3)$, to prove statement B, it suffices to verify that

B.1: $3m - 3 - \gcd(n, m - 1) \geq n$; and
B.2: If $n \geq 7p$, then $3m - 10 \geq n$.

The proofs of B.1 and B.2 are similar to that of A.1 and A.2, respectively—we omit the details. This completes the proof of statement B.

Assume now that $n$ has no prime divisors congruent to 2 mod 3. This, of course, means that $n$ itself is not congruent to 2 mod 3. We set
$$m = \left\lfloor \frac{n}{3} \right\rfloor + 3.$$
We need to prove that Conjecture 18 implies both of the following statements:

C: $\rho^*(\mathbb{Z}_n, m+1, 3) = n.$

D: If $\rho^*(\mathbb{Z}_n, m, 3) < n$, then $n$ is divisible by 9.

This time we have $m = \chi(\mathbb{Z}_n, 3) + 2$, so $u(n, m, 3) = n$ and thus $u(n, m+1, 3) = n$ as well. Thus, looking at the conjectured formula for $\rho^*(\mathbb{Z}_n, m, 3)$, to prove statement C, it suffices to verify that

C.1: $3(m+1) - 3 - \gcd(n, (m+1) - 1) \geq n$;
C.2: $3(m+1) - 10 \geq n$.

Suppose that $d$ divides both $n$ and $m$, then $d$ divides $3m - n$, hence $d$ must divide $3m - 3 - 9$ if $n \equiv 0 \mod 3$; however $d$ cannot be 3 as $n$ is odd. We also see that $3m - 8 \geq n - 1 + 9 - 8 = n$. Furthermore, $m \neq 6$ since $n > 15$.

Therefore, $3(m+1) - 3 - \gcd(n, (m+1) - 1) \geq \begin{cases} n + 12 - 3 - 9 & \text{if } n \equiv 0 \mod 3; \\ n - 1 + 12 - 3 - 8 & \text{if } n \equiv 1 \mod 3. \end{cases}$

This proves C.1. Since $m+1 \geq (n-1)/3 + 4$, statement C.2 follows as well.

To prove statement D, we first prove that $\gcd(n, m-1) \leq 5$. Indeed, if $d$ is a divisor of both $n$ and $m-1$, then $d$ divides $3m - 3 - n$, which is at most 6; however $d$ cannot be 6 as $n$ is odd. We also see that $3m - 8 \geq n - 1 + 9 - 8 = n$.

Furthermore, $m \neq 6$ since $n > 15$.

Therefore, according to Conjecture 18, for $\rho^*(\mathbb{Z}_n, m, 3)$ to be less than $n$, we must have either $n$ and $m$ both divisible by 3, or $n$ divisible by $3m - 9$ and $m - 3$ divisible by 5. Since in both these cases $n$ is divisible by 3, we have $m = n/3 + 3$. We can rule out the second possibility: if $m - 3 = n/3$ were to be divisible by 5, then $n$ would be as well, contradicting our assumption that $n$ has no prime divisors congruent to 2 mod 3. This leaves only one possibility: that $n$ and $m$ are both divisible by 3, which implies that $n$ is divisible by 9, as claimed. Our proof of statement D and thus of Theorem 20 is now complete. □

It is worth mentioning that, as a special case of Conjecture 19, for odd integers $n \geq 31$,

$\chi^*(\mathbb{Z}_n, 3) \leq \frac{2}{5}n + 1.$
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(The additive constant could be adjusted to include odd integers less than 31.) This conjecture was made by Gallardo, Grekos, et al. in [13], and (for large $n$) proved by Lev via the following more general result:

**Theorem 21** (Lev; cf. [19]). Let $G$ be an abelian group of order $n$ with

$$n \geq 312|L| + 923,$$

where, as before, $L$ is the collection of elements of $G$ that have order at most 2. Then for any subset $A$ of $G$, at least one of the following possibilities holds:

- $|A| \leq \frac{5}{13}n$;
- $A$ is contained in a coset of an index-two subgroup of $G$;
- $A$ is contained in a union of two cosets of an index-five subgroup of $G$; or
- $3^\kappa A = G$.

So, in particular, if $n$ is odd, is at least 1235, and a subset $A$ of $\mathbb{Z}_n$ has size more than $2n/5$, then the last possibility must hold, so we get:

**Corollary 22.** If $n \geq 1235$ is an odd integer, then

$$\chi'(\mathbb{Z}_n, 3) \leq \frac{7}{5}n + 1.$$

The bound on $n$ in Corollary 22 can hopefully be reduced.

As another special case of Conjecture 19, we claim that if $n \geq 83$ is odd and not divisible by five, then

$$\chi'(\mathbb{Z}_n, 3) \leq \frac{4}{11}n + 1.$$

Theorem 21 does not quite yield this; while a careful read of [19] enables us to reduce the coefficient $5/13$ to $(3 - \sqrt{5})/2$ (at least for large enough $n$), this is still higher than $4/11$.

It is also worth pointing out that combining Theorem 6 with Conjecture 19 yields that, when $n \geq 15$, we have

$$\chi(\mathbb{Z}_n, 3) \leq \chi'(\mathbb{Z}_n, 3) \leq \chi(\mathbb{Z}_n, 3) + 3.$$

This is in contrast to the fact that for every positive integer $C$, there are values of $n$ and $m$ so that the quantities $\rho'(\mathbb{Z}_n, m, 3)$ and $\rho(\mathbb{Z}_n, m, 3)$ are further than $C$ away from one another (cf. [4]).

**Acknowledgements.** The author acknowledges preliminary work by J. Butterworth and K. Campbell on Theorems 5 and 6, respectively.
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1. Introduction

Let \( x_n, \ n = 1, 2, \ldots, \) be an infinite sequence in the \( s \)-dimensional unit cube \([0, 1)^s\). Denote the step distribution function \( F_N(x) \) of \( x_1, \ldots, x_N \) as

\[
F_N(x) = \frac{\#(n \leq N; x_n \in [0,x])}{N},
\]

where \([0,x) = [0,x_1) \times \cdots \times [0,x_s)\). By Riemann-Stieltjes integration we have

\[
\frac{1}{N_k} \sum_{n=1}^{N_k} f(x_n) = \int_{[0,1]} f(x) dF_{N_k}(x).
\]

By Helly theorem, for continuous \( f(x) \) and for a weak limit

\[
\lim_{k \to \infty} F_{N_k}(x) = g(x)
\]

we have

\[
\lim_{k \to \infty} \frac{1}{N_k} \sum_{n=1}^{N_k} f(x_n) \Rightarrow \int_{[0,1]} f(x) d(g(x)).
\]
The function \( g(x) \) in (3) is called distribution function (abbreviating d.f.) of \( x_n \). Denote by \( G(x_n) \) the set of all possible limits in (3), for an arbitrary \( N_1 < N_2 < \ldots \) and the given infinite sequence \( x_n, n = 1, 2, \ldots \).

This expository paper is devoted specially, for employing and calculating \( G(x_n) \) in the dimension \( s = 1 \) and \( s = 2 \).

The study of the set of d.f.s of a sequence, still unsatisfactory today, was initiated by J. G. van der Corput [46]. The one-element set \( G(x_n) = \{ g(x) \} \) correspond to the notion of asymptotic distribution function (abbreviating a.d.f.) \( g(x) \). In the case \( g(x) = x \) the sequence is called uniformly distributed (abbreviating u.d.) In the monograph L. Kuipers and H. Niederreiter [22] to d.f.s is devoted Chapter 7, pp. 53–68, and in M. Drmota and R.F. Tichy [9] Part 1.5, pp. 138–153. The a.d.f. of a sequence \( x_n \) was introduced by I.J. Schoenberg [34].

Main goal of this paper is a propagation of some partial results in the theory of d.f.s.

The outline of our paper is as follows.

In Section 2 we characterize some known classes of sequences \( x_n \), originally defined by some properties of \( x_n \), by using the set \( G(x_n) \) of all distribution functions of \( x_n \):

- Statistically independent sequences.
- Statistically convergent sequences.
- Statistical limit points.
- Uniform maldistributed sequences.

Then we give some recent results:

- Benford’s law.
- Copulas.
- Ratio sequences.

In Section 3 we present some methods for computing \( G(x_n) \), namely:

- Directly by definition of d.f.s.
- Using connectivity of \( G(x_n) \).
- Solving moment problem \((X_1, X_2, X_3) = \left( \int_0^1 g(x) dx, \int_0^1 x g(x) dx, \int_0^1 g^2(x) dx \right)\).

---

1 The limit (4) generalizes \( \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{\infty} f(x_n) = \int_0^1 f(x) dx \) - the fundamental Weyl’s limit relation holding for any continuous function \( f(x) \) defined on \([0, 1]\) and any uniformly distributed sequence \( x_n \).

2 Some authors, see R. Winkler [50], instead distribution functions \( g(x) \) use measures \( \mu \) induced by the interval \((x, y)\) measure \( \mu((x, y)) = g(y) - g(x) \).
OTO STRAUCH

• Mapping $x_n$ to $f(x_n)$.

To clarify methods we add, in some places, sketch of proofs and examples.\(^3\) \(^4\)

2. Examples of applications of $G(x_n)$

We repeat definitions in the Introduction for dimension $s = 1$ following monographs [22], [25], [9] and [44]:

• a sequence $x_n$, $n = 1, 2, \ldots, x_n \in [0, 1)$.

• Define step d.f. of $x_n$ as

$$F_N(x) = \frac{\#\{n \leq N; x_n \in [0, x]\}}{N}.$$ 

• A function $g : [0, 1] \to [0, 1]$ is d.f. of $x_n$ if there exists a sequence of indices $N_1 < N_2 < \ldots$ such that $F_{N_k}(x) \to g(x)$ for all continuity points $x$ of $g(x)$ as $k \to \infty$.

• The set of all such $g(x)$ we shall denote by $G(x_n)$ and the notion of the distribution of $x_n$ we shall identify with $G(x_n)$, i.e., the distribution of $x_n$ is known if we known the set $G(x_n)$.

2.1. Basic properties of $G(x_n)$

For every sequence $x_n \in [0, 1)$:

• $G(x_n)$ is non–empty, and it is either a singleton or has infinitely many elements.

• $G(x_n)$ is closed and connected in the topology of the weak convergence defined by the metric

$$d(g_1, g_2) = \sqrt{\int_0^1 (g_1(x) - g_2(x))^2 \, dx}. \quad (5)$$

These properties are characteristic for a set of d.f.s:

• Given a non–empty set $H$ of distribution functions, there exists a sequence $x_n$ in $[0, 1)$ such that $G(x_n) = H$ if and only if $H$ is closed and connected.

• First Helly theorem (or Helly selection principle): Any sequence $g_n(x)$ of d.f. contains a subsequence $g_{k_n}(x)$ such that the sequence $g_{k_n}(x)$ converges for every $x \in [0, 1]$ and its point limit $\lim_{n \to \infty} g_{k_n}(x) = g(x)$ is also a d.f.

• Second Helly theorem (or Helly-Bray theorem): If we have $\lim_{n \to \infty} g_n(x) = g(x)$ a.e. on $[0, 1]$, then for a continuous function $f : [0, 1] \to \mathbb{R}$ we have

$$\lim_{n \to \infty} \int_0^1 f(x) \, dg_n(x) = \int_0^1 f(x) \, dg(x).$$

\(^3\) In each paragraph we shall numbering figures starting from 1.

\(^4\) We shall see in many cases that we need solve corresponding functional equations.
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- The upper \(g(x)\) and the lower \(\overline{g}(x)\) d.f.s are
  \[
  \liminf_{N \to \infty} F_N(x) = g(x), \limsup_{N \to \infty} F_N(x) = \overline{g}(x).
  \]
  It is equivalent to
  \[
  g(x) = \inf_{g \in G(x_n)} g(x), \overline{g}(x) = \sup_{g \in G(x_n)} g(x).
  \]
  A connectivity of \(G(x_n)\) can be proved by the following theorem of Barone [4]

**Theorem 1** (H.G. Barone (1939)). If \(t_n, n = 1, 2, \ldots\) is a sequence in a metric space \((X, \rho)\) and

- any subsequence of \(t_n\) contains a convergent subsequence;
- \(\lim_{n \to \infty} \rho(t_{n+1}, t_n) = 0;\)

then the set of all limit points of \(t_n\) is connected in \((X, \rho)\).

Now put \(X = \) the set of all d.f.s defined on \([0, 1]; t_N = F_N(x)\) and \(\rho(t_{N+1}, t_N) = d(F_{N+1}(x), F_N(x)).\)

The limit \(d(F_{N+1}(x), F_N(x)) \to 0\) follows directly from the definition \(F_N(x)\), using the identity

\[
\int_0^1 (g_1(x) - g_2(x))^2dx = \int_0^1 \int_0^1 |x - y|dg_1(x)dg_2(y) -
\]

\[
- \frac{1}{2} \int_0^1 \int_0^1 |x - y|dg_1(x)dg_1(y) - \frac{1}{2} \int_0^1 \int_0^1 |x - y|dg_2(x)dg_2(y) \quad (6)
\]

which holds for every d.f.s \(g_1(x)\) and \(g_2(x).\) Putting \(g_1(x) = F_{N+1}(x)\) and \(g_2(x) = F_N(x)\) we find exactly

\[
\int_0^1 (F_{N+1}(x) - F_N(x))^2dx =
\]

\[
- \frac{1}{2(N+1)^2N^2} \sum_{m,n=1}^N |x_m - x_n| + \frac{1}{(N+1)^2N} \sum_{n+1}^N |x_{N+1} - x_n|, \quad (7)
\]

where the right-hand side of (7) tends to zero as \(N \to \infty.\)

Putting \(g_1(x) = F_N(x)\) and \(g_2(x) = F_M(x)\) in (6) then we have

**Theorem 2.** The sequence \(x_n \in [0, 1]\) possesses an a.d.f. if and only if

\[
\lim_{M,N \to \infty} \left( \frac{1}{MN} \sum_{m=1}^M \sum_{n=1}^N |x_m - x_n| - \frac{1}{2M^2} \sum_{m,n=1}^M |x_m - x_n|
\]

\[
\quad - \frac{1}{2N^2} \sum_{m,n=1}^N |x_m - x_n| \right) = 0.
\]
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Now, we prove (6) for every two d.f.s $g_1(x)$ and $g_2(x)$.

**Proof.** For given $g_1(x)$ and $g_2(x)$, let $x_n \in [0, 1], n = 1, 2, \ldots$, be a sequence such that there exist index sequences $N_1 < N_2 < \ldots$ and $M_1 < M_2 < \ldots$ such that $\lim_{k \to \infty} F_{N_k}(x) = g_1(x)$ and $\lim_{k \to \infty} F_{M_k}(x) = g_2(x)$. Such sequence $x_n$ exists. Put $N_k = N$, $M_k = M$ and express $F_{N}(x) = \frac{1}{N} \sum_{n=1}^{N} c(x_n,1)(x)$, $F_{M}(x) = \frac{1}{M} \sum_{m=1}^{M} c(x_m,1)(x)$. Compute

$$
\int_0^1 (F_{N}(x) - F_{M}(x))^2 \, dx
$$

$$
= \int_0^1 \left( \frac{1}{N} \sum_{n=1}^{N} c(x_n,1)(x) - \frac{1}{M} \sum_{m=1}^{M} c(x_m,1)(x) \right)^2 \, dx
$$

$$
= \frac{1}{N^2} \sum_{m,n=1}^{N,M} \int_0^1 c(x_n,1)(x)c(x_m,1)(x)dx + \frac{1}{M^2} \sum_{m,n=1}^{M,M} \int_0^1 c(x_n,1)(x)c(x_m,1)(x)dx
$$

$$
- 2 \frac{1}{MN} \sum_{m,n=1}^{M,M} \int_0^1 c(x_n,1)(x)c(x_m,1)(x)dx. \quad (8)
$$

Since

$$
\int_0^1 c(x_n,1)(x)c(x_m,1)(x)dx = 1 - \max(x_m, x_n)
$$

(8) implies

$$
\int_0^1 (F_{N}(x) - F_{M}(x))^2 \, dx
$$

$$
= \int_0^1 \int_0^1 (1 - \max(x,y))dF_{N}(x)dF_{N}(y)
$$

$$
+ \int_0^1 \int_0^1 (1 - \max(x,y))dF_{M}(x)dF_{M}(y)
$$

$$
- 2 \int_0^1 \int_0^1 (1 - \max(x,y))dF_{M}(x)dF_{N}(y)
$$

$$
= \int_0^1 \int_0^1 (1 - \max(x,y))d(F_{N}(x) - F_{M}(x))d(F_{N}(y) - F_{M}(y)). \quad (10)
$$

The limit of (9) by Lebesgue theorem of dominant convergence and the limit of (10) by Second Helly theorem, where

$$
M = M_k, \quad N = N_k, \quad k \to \infty,
$$

$c_A(x)$ is the characteristic function of the set $A$. 
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gives
\[ \int_0^1 (g_1(x) - g_2(x))^2 \, dx = \int_0^1 \int_0^1 (1 - \max(x, y)) \, d(g_1(x) - g_2(x)) \, d(g_1(y) - g_2(y)). \]  
(11)

Since
\[ \max(x, y) = \frac{x + y + |x - y|}{2}, \]

and
\[ \int_0^1 \int_0^1 1 \, d(g_1(x) - g_2(x)) \, d(g_1(y) - g_2(y)) = 0, \]
\[ \int_0^1 \int_0^1 (x + y) \, d(g_1(x) - g_2(x)) \, d(g_1(y) - g_2(y)) = 0, \]

we find (6) in the form
\[ \int_0^1 (g_1(x) - g_2(x))^2 \, dx = \int_0^1 \int_0^1 \frac{|x - y|}{2} \, d(g_1(x) - g_2(x)) \, d(g_1(y) - g_2(y)). \]  
(12)

\[ \square \]

**Theorem 3.** Assume that for the sequence \( x_n \in [0, 1) \) there exists the first moment
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} x_n = \alpha. \]

Then either \( G(x_n) \) is singleton or \( g \notin G(x_n) \) or \( \overline{g} \notin G(x_n) \).

**Proof.** We have \( \int_0^1 x \, dF_N(x) = \frac{1}{N} \sum_{n=1}^{N} x_n \) and by Helly Theorem, if the first moment is constant, then for every \( g(x) \in G(x_n) \), we have \( \int_0^1 x \, dg(x) = \alpha \). Thus if \( g(x), \overline{g}(x) \in G(x_n) \), then \( \int_0^1 x \, dg(x) = \int_0^1 x \, d\overline{g}(x) = \alpha \) and from \( g(x) \leq \overline{g}(x) \) for all \( x \in [0, 1] \) follows \( g(x) = \overline{g}(x) \) for common continuity points \( x \in [0, 1]. \) \( \square \)

**Theorem 4.** Let \( x_n, y_n \in [0, 1), n = 1, 2, \ldots \) Then
\[ \frac{1}{N} \sum_{n=1}^{N} |x_n - y_n| \to 0 \implies G(x_n) = G(y_n) \]

**Proof.** Put
\[ F^{(1)}_N(x) = \frac{1}{N} \sum_{n=1}^{N} c_{[0,x]}(x_n) \]

and
\[ F^{(2)}_N(x) = \frac{1}{N} \sum_{n=1}^{N} c_{[0,x]}(y_n) \]
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and applying (6) we find

\[
\int_0^1 \left( F_N^{(1)}(x) - F_N^{(2)}(x) \right)^2 \, dx = \frac{1}{N^2} \sum_{m,n=1}^N |x_m - y_n| - \frac{1}{2} \frac{1}{N^2} \sum_{m,n=1}^N |x_m - x_n| - \frac{1}{2} \frac{1}{N^2} \sum_{m,n=1}^N |y_m - y_n|.
\]

From

\[x_m - y_n = x_m - x_n + x_n - y_n\]

and

\[x_m - y_n = y_m - y_n + x_m - y_m\]

follows

\[|x_m - y_n| \leq \frac{1}{2}|x_m - x_n| + \frac{1}{2}|y_m - y_n| + \frac{1}{2}|x_n - y_n| + \frac{1}{2}|x_m - y_m|.
\]

Substitute (14) to (13) then we find

\[
\int_0^1 \left( F_N^{(1)}(x) - F_N^{(2)}(x) \right)^2 \, dx \leq \frac{1}{N} \sum_{n=1}^N |y_n - x_n|.
\]

\[\square\]

**Example 1.** Let \(\{x\}\) be the fractional part of \(x\). For \(x_n = \{\log n\}, n = 1, 2, \ldots\), we have the set of d.f.s

\[G(x_n) = \left\{ g_u(x) = \frac{1}{e^u} e^x - 1 + \frac{e^\min(x,u) - 1}{e^u}; u \in [0,1] \right\},
\]

and

\[\{\log N_k\} \to u \quad \text{implies} \quad F_{N_k}(x) \to g_u(x).
\]

The lower and upper d.f. of \(\log n \mod 1\) are

\[g(x) = \frac{e^x - 1}{e - 1}, \quad \bar{g}(x) = \frac{1 - e^{-x}}{1 - e^{-1}},
\]

and \(g \in G(x_n)\) but \(\bar{g} \notin G(x_n)\). This set \(G(x_n)\) was found by A. Wintner [47], also see Theorem 21.

**2.2. Statistically independent sequences**

G. Rauzy [33, p. 91, 4.1. Def.]:

**Definition 1.** Let \(x_n\) and \(y_n\) be two infinite sequences from the unit interval \([0,1)\). The pair of sequences \((x_n, y_n)\) is called **statistically independent** if

\[
\lim_{N \to \infty} \left( \frac{1}{N} \sum_{n=1}^N f_1(x_n) f_2(y_n) - \left( \frac{1}{N} \sum_{n=1}^N f_1(x_n) \right) \left( \frac{1}{N} \sum_{n=1}^N f_2(y_n) \right) \right) = 0
\]

for all continuous real functions \(f_1, f_2\) defined on \([0,1]\).
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**Theorem 5** (G. Rauzy (1976) [33]). Two sequences $x_n \mod 1$ and $y_n \mod 1$ are statistically independent if and only if
\[
\lim_{N \to \infty} \left( \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i (hx_n + ky_n)} - \left( \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i h x_n} \right) \left( \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i k y_n} \right) \right) = 0
\]
for every integers $(h, k) \neq (0, 0)$.

**Theorem 6** (G. Rauzy [33, p. 92, 4.2. par.]). For an arbitrary $(x_n, y_n) \in [0, 1)^2$, $n = 1, 2, \ldots$, the sequences $x_n$ and $y_n$ are statistically independent if and only if
\[
\forall g \in G(x_n, y_n) \quad g(x, y) = g(x, 1)g(1, y) \quad \text{a.e. on } [0, 1]^2.
\]

**Proof.** For given two-dimensional sequence $(x_n, y_n)$ put
\[
F_N(x, y) = \# \{ n \leq N; (x_n, y_n) \in [0, x) \times [0, y) \}.
\]
By Riemann-Stieltjes integration and Helly theorem, there exist a sequence of indices $N_1 < N_2 < \ldots$ and d.f. $g(x, y)$ such that
\[
\frac{1}{N_k} \sum_{n=1}^{N_k} f_1(x_n)f_2(y_n) = \int_0^1 \int_0^1 f_1(x)f_2(y) dF_{N_k}(x, y) \to \int_0^1 \int_0^1 f_1(x)f_2(x) dg(x, y),
\]
\[
\frac{1}{N_k} \sum_{n=1}^{N_k} f_1(x_n) = \int_0^1 f_1(x) dF_{N_k}(x, 1) \to \int_0^1 f_1(x) dg(x, 1),
\]
\[
\frac{1}{N_k} \sum_{n=1}^{N_k} f_2(y_n) = \int_0^1 f_2(y) dF_{N_k}(1, y) \to \int_0^1 f_2(y) dg(1, y)
\]
as $k \to \infty$. Assuming statistical independence $x_n$ and $y_n$ we have
\[
\int_0^1 \int_0^1 f_1(x)f_2(x) dg(x, y) = \left( \int_0^1 f_1(x) dg(x, 1) \right) \left( \int_0^1 f_2(y) dg(1, y) \right).
\]
The integration by parts gives
\[
\int_0^1 \int_0^1 f_1(x)f_2(x) dg(x, y) = f_1(1)f_2(1) - f_2(1) \int_0^1 g(x, 1) df_1(x)
\]
\[
- f_1(1) \int_0^1 g(1, y) df_2(y) + \int_0^1 \int_0^1 g(x, y) df_1(x)df_2(y)
\]
and
\[
\int_0^1 f_1(x) dg(x, 1) = f_1(1) - \int_0^1 g(x, 1) df_1(x),
\]
\[
\int_0^1 f_1(x) dg(x, 1) = f_2(1) - \int_0^1 g(1, y) df_2(y).
\]
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From it follows
\[
\int_{0}^{1} \int_{0}^{1} g(x, y) df_1(x) df_2(y) = \left( \int_{0}^{1} g(x, 1) df_1(x) \right) \left( \int_{0}^{1} g(1, y) df_2(y) \right)
\]
for an arbitrary differentiable \( f_1(x) \) and \( f_2(y) \). Now, for a continuity point \((x_0, y_0)\) of \( g(x, y) \) we can select \( f_1(x) \) and \( f_2(y) \) such that the above implies \( g(x_0, y_0) = g(x_0, 1)g(1, y_0) \). □

Note that Grabner and Tichy [16] proved that the extremal discrepancy
\[
\sup_{x,y\in[0,1]} |F_N(x, y) - F_N(x, 1)F_N(1, y)|
\]
does not characterize statistical independence, but the \( L^2 \)-discrepancy
\[
\int_{0}^{1} \int_{0}^{1} (F_N(x, y) - F_N(x, 1)F_N(1, y))^2 \, dx \, dy
\]
provides a characterization. \( L^2 \)-discrepancy can be computed also by Wiener’s measure \( df \) (see [38]):

\[
\int_{X} \int_{X} \left( \frac{1}{N} \sum_{n=1}^{N} f(x_n)g(y_n) - \frac{1}{N} \sum_{n=1}^{N} f(x_n) \right) \frac{1}{N} \sum_{n=1}^{N} g(x_n) \right)^2 \, df \, dg
\]
\[
= \frac{1}{N^2} \sum_{m,n=1}^{N} \frac{\min(x_m, x_n)}{2} \frac{\min(y_m, y_n)}{2} + \frac{1}{N^4} \sum_{m,n,k,l=1}^{N} \frac{\min(x_m, x_n)}{2} \frac{\min(y_k, y_l)}{2}
\]
\[
- \frac{2}{N^3} \sum_{m,n,k,l=1}^{N} \frac{\min(x_m, x_k)}{2} \frac{\min(y_m, y_l)}{2}.
\] (17)

**Theorem 7.** Let \( x_n \) and \( y_n \) be two sequences in \((0,1)^2\). If

(i) \( x_n \) and \( y_n \) are statistically independent;

(ii) \( x_n \) is u.d. ;

(iii) all \( g(x) \in G(y_n) \) are continuous;

then the sequence \( x_n + y_n \mod 1 \), \( n = 1, 2, \ldots \) is u.d.

**Proof.** By (i) and (ii) every \( g(x, y) \in G(x_n, y_n) \) has the form \( g(x, y) = xg(y) \). Divide unit square \([0,1]^2\) into three parts in Fig. 1

\( X_1(t) = \{(x, y) \in [0, 1]; x + y < t\}, \)

\( X_2(t) = \{(x, y) \in [0, 1]; 1 < x + y < t + 1, x \leq t\}, \)

\( X_3(t) = \{(x, y) \in [0, 1]; 1 < x + y < t + 1, x > t\}, \)
By integration
\[
\int_{X_1(t)} 1 \, dg(x, y) = \int_0^t dx \int_0^{t-x} 1 \, dg(y) = \int_0^t g(t-x) \, dx
\]
\[
\int_{X_2(t)} 1 \, dg(x, y) = \int_0^t dx \int_{1-x}^1 1 \, dg(y) = \int_0^t (1-g(1-x)) \, dx
\]
\[
\int_{X_3(t)} 1 \, dg(x, y) = \int_t^1 dx \int_{1-x}^{t+1-x} 1 \, dg(y) = \int_t^1 (g(t+1-x) - g(1-x)) \, dx.
\]
Thus
\[
\int_{x+y \mod 1 \in [0,t]} 1\,dg(x, y) = \int_0^t 1 \, dx - \int_0^1 g(1-x) \, dx
\]
\[
\quad + \int_0^t g(t-x) \, dx + \int_t^1 g(t+1-x) \, dx.
\]
Now, by integrating
\[
(i) \quad -\int_0^1 g(1-x) \, dx = \int_0^1 g(x) \, dx,
\]
\[
(ii) \quad \int_0^t g(t-x) \, dx = \int_0^t g(x) \, dx,
\]
\[
(iii) \quad \int_t^1 g(t+1-x) \, dx = \int_t^1 g(x) \, dx,
\]
then finally we have
\[
\int_{x+y \mod 1 \in [0,t]} 1\,dg(x, y) = t.
\]
Example 2. Let $x_n$ and $y_n$ be two sequences in $[0, 1)$. Assume that

(i) $x_n$ and $y_n$ are u.d.
(ii) $x_n$ and $y_n$ are statistically independent.

Then by Theorem 7 the sequence $x_n + y_n \mod 1$ is again u.d. It can be proved directly by Weyl’s criterion if we prove

$$\frac{1}{N} \sum_{n=1}^{N} (\{x_n + y_n\})^{k} \to \frac{1}{k+1}, \quad k = 1, 2, \ldots$$

From (ii) follows that the sequence $(x_n, y_n)$ has a.d.f. $g(x, y) = xy$ and by Helly theorem

$$\frac{1}{N} \sum_{n=1}^{N} (\{x_n + y_n\})^k \to \int_0^1 \int_0^1 (\{x + y\})^k \, dx \, dy, \quad k = 1, 2, \ldots$$

Now

$$\int_0^1 \int_0^1 (\{x + y\})^k \, dx \, dy = \int_{0 \leq x+y \leq 1} (x+y)^k \, dx \, dy + \int_{1 \leq x+y \leq 2} (x+y-1)^k \, dx \, dy$$

which is \( \frac{1}{k+1} \) and the proof is finished.

Theorem 8 (G. Rauzy [33]). Let $x_n \in [0, 1)$, $n = 1, 2, \ldots$, be u.d. sequence. Then $x_n$ and $\log n \mod 1$ are statistically independent, i.e., every $g(x, y) \in G(x_n, \{\log n\})$ has the form $g(x, y) = x \cdot g(1, y)$.

Proof. Let $N \in [e^K, e^{K+1})$ i.e., $N = e^{K+\theta N}$, and divide $n \leq N$ to the subsets $n \in [e^k, e^{k+1})$, $k \leq K$. For such $n$ we have $\{\log n\} \in [0, y) \iff n \in [e^k, e^{k+y})$. For $n \in [e^k, e^{k+y})$ we ask the number of $x_n \in [0, x)$ which is $x(e^{k+y} - e^k) + O(e^k D_{e^k} + e^{k+y} D_{e^{k+y}})$. Omitting integer parts here we use discrepancy $D_M$ of the initial string $x_1, x_2, \ldots, x_M$ (for definition of discrepancy, see [44, 1–40]) and the formula $A([0, x); M; x_n) = xM + O(MD_M)$. Thus

$$A([0, x) \times [0, y); N; (x_n, \{\log n\})) = \sum_{k=0}^{K-1} x(e^{k+y} - e^k + x(e^{K+\min(y, \theta N)} - e^K) + O(\sum_{k=0}^{K} e^k D_{e^k} + e^{k+y} D_{e^{k+y}}).$$

$^6$O-constant can be put $= 1$ and in the interval $[e^K, e^{K+\min(y, \theta N)}]$, for simplification, an error term we put $O(e^k D_{e^k} + e^{k+y} D_{e^{k+y}}).$
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As \( N \to \infty \) and \( \theta_N \to u \), we have

\[
\frac{\sum_{k=0}^{K-1} x(e^{k+y} - e^k)}{N} \to x \frac{e^y - 1}{e - 1} e^u,
\]

\[
\frac{x(e^{K+\min(y,\theta_N)} - e^K)}{N} \to x \frac{e^{\min(y,u)} - 1}{e^u},
\]

\[
O\left(\frac{\sum_{k=0}^{K} e^k D_{e^k} + e^{k+y} D_{e^{k+y}}}{N}\right) = O\left(\frac{\sum_{k=0}^{K} e^k D_{e^k} + e^{k+y} D_{e^{k+y}}}{\sum_{k=0}^{K} (e^{k+y} - e^k)}\right) \to 0.
\]

In the final parenthesis we have used \( \frac{e^k D_{e^k} + e^{k+y} D_{e^{k+y}}}{e^{k+y} - e^k} \to 0 \) as \( k \to \infty \).

Collected all above results we have

\[
A([0, x] \times [0, y]; N; (x_n, \{\log n\})) \to x \left( \frac{e^y - 1}{e - 1} e^u + \frac{e^{\min(y,u)} - 1}{e^u} \right) = x g_u(y),
\]

where \( g_u(y) \) is the same as in (16).

\[ \square \]

In 2011 Y. Ohkubo [27] proved that the function \( \log n \) can be replaced by \( \log(n \log n) \) in Theorem 8.

**Theorem 9.** An arbitrary u.d. sequence \( x_n \mod 1 \) and \( \log(n \log n) \mod 1 \) are statistically independent.

**Proof.** By G. Rauzy Theorem 5 two sequences \( x_n \mod 1 \) and \( y_n \mod 1 \) are statistically independent if and only if

\[
\lim_{N \to \infty} \left( \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i (hx_n + ky_n)} - \left( \frac{1}{N} \sum_{n=1}^{N} e^{2\pi ihx_n} \right) \left( \frac{1}{N} \sum_{n=1}^{N} e^{2\pi iky_n} \right) \right) = 0
\]

for every integers \( h \) and \( k \). Now, by Abel partial summation we obtain

\[
\sum_{n=1}^{N} e^{2\pi i (hx_n + k \log(n \log n))} = \sum_{n=1}^{N-1} \left( e^{2\pi ik \log(n \log n)} - e^{2\pi ik \log((n+1) \log(n+1))} \right) \sum_{j=1}^{n} e^{2\pi ihx_n}
\]

\[ + e^{2\pi ik \log(N \log N)} \sum_{j=1}^{N} e^{2\pi ihx_n} \]

and

\[
\left| e^{2\pi ik \log(n \log n)} - e^{2\pi ik \log((n+1) \log(n+1))} \right| \leq 2\pi |k| \frac{\log |n| + 1}{n \log n}.
\]

129
Thus
\[
\left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i (hx_n + k \log(n \log n))} \right| \\
\leq \frac{1}{N} \sum_{n=1}^{N-1} 2\pi |k| \left( \frac{\log(n)}{n \log n} \right) + \frac{1}{n} \sum_{j=1}^{n} e^{2\pi i h x_j} + \frac{1}{N} \sum_{j=1}^{N} e^{2\pi i h x_j}
\]
which tends to 0. \qed

Using Theorem 9 Ohkubo \cite{27} proved that in Theorem 8 the \log n can be replaced by \log p_n, where p_n are sequence of all primes.

**Theorem 10.** Let \( x_n \in [0,1), n = 1,2,\ldots \), be u.d. sequence. Then \( x_n \) and \( \log p_n \mod 1 \) are statistically independent.

**Proof.** Firstly he proved that
\[
\log p_n = \log(n \log n) + \mathcal{O} \left( \frac{\log \log n}{\log n} \right) + \mathcal{O} \left( \frac{1}{\log p_n} \right).
\] \hspace{1cm} (18)

Then Ohkubo used

Let \((x_n, y_n)\) and \((x'_n, y'_n)\), \(n = 1,2,\ldots\) be two-dimensional sequences. Assume:

(i) \(|x_n - x'_n| \to 0\) and \(|y_n - y'_n| \to 0\).

(ii) Every d.f. \(g(x,y) \in G((x_n, y_n))\) is continuous in \((0,0),(0,1), (1,0)\) and \((1,1)\).

Then \(G((x_n, y_n)) = G((x'_n, y'_n))\).

Then the limit
\[
\lim_{n \to \infty} (\log p_n - \log(n \log n)) = 0,
\]
given by (18), implies
\[
G((x_n, \{\log p_n\})) = G((x_n, \{\log(n \log n)\})) = G((x_n, \{\log n\})). \hspace{1cm} (19)
\]

Proof of (18). He starts with the prime number theorem of the form
\[
\pi(x) = \frac{x}{\log x} - 1 + \mathcal{O} \left( \frac{x}{(\log x)^3} \right).
\] \hspace{1cm} (20)

This implies
\[
\frac{p_n}{n} = \log p_n - 1 + \mathcal{O} \left( \frac{1}{\log p_n} \right).
\]

Then he used (see \cite{43})
\[
\frac{p_n}{n} = \log n + (\log \log n - 1) + \mathcal{O} \left( \frac{\log \log n}{\log n} \right)
\]
which implies (18). □

Some generalization:

**Example 3.** J. Coquet and P. Liardet [7]: Given an integer \( q \geq 2 \), a real number \( \theta \) and a real polynomial \( p(x) \), let

(i) \( x_n = \theta q^n \mod 1 \),
(ii) \( y_n = p(n) \mod 1 \),
(iii) \( \mathbf{x}_n = (x_{n+1}, \ldots, x_{n+s}) \) and \( \mathbf{y}_n = (y_{n+1}, \ldots, y_{n+s}) \).

If \( x_n \) is u.d. (i.e., \( \theta \) is normal in the base \( q \)), then for every \( s = 1, 2, \ldots \), the sequence

\[(\mathbf{x}_n, \mathbf{y}_n), \quad n = 1, 2, \ldots,\]

has d.f.s \( g(x, y) \in G((\mathbf{x}_n, \mathbf{y}_n)) \) of the form \( g(x, y) = g_1(x)g_2(y) \) for some \( g_1(x) \in G(\mathbf{x}_n) \) and \( g_2(y) \in G(\mathbf{y}_n) \), i.e., the sequences \( x_n \) and \( y_n \) are completely statistically independent.

2.3. Statistical limit

H. Fast [10] and I.J. Schoenberg [34] defined, independently:

**Definition 2.** The sequence \( x_n \) is said to be **statistically convergent** to the number \( \alpha \) provided that for each \( \varepsilon > 0 \),

\[\lim_{N \to \infty} \frac{1}{N} \# \{n \leq N; |x_n - \alpha| \geq \varepsilon\} = 0.\]

- Fast [10] mentioned: A sequence \( x_n \) is statistically convergent to \( \alpha \) if and only if there exists a sequence of indices \( k_n \) of the asymptotic density \( d(k_n) = 1 \) such that \( \lim_{n \to \infty} x_{k_n} = \alpha \) in the standard sense.
- Let us consider one-jump function \( c_\alpha(x) \) which has a jump of size 1 for \( \alpha \).

**Theorem 11** (I.J. Schoenberg [34]). The sequence \( x_n \in [0, 1) \) is statistically convergent to the number \( \alpha \in [0, 1] \) if and only if the sequence \( x_n \) admits the asymptotic distribution function \( c_\alpha(x) \).

**Example 4.** [44, p. 2–192, 2.20.18]: Let \( \text{ord}_p(n) = \alpha \) for \( p^\alpha || n \). If \( p \) stands for a prime, then the sequence

\[\log p^{\frac{\text{ord}_p(n)}{\log n}}, \quad n = 2, 3, \ldots,\]

is dense in \([0, 1]\) and has the a.d.f. \( c_0(x) \), and thus statistically converge to zero.
The sequence \( x_n \in [0, 1) \) possesses a statistical limit if and only if

\[
\lim_{M,N \to \infty} \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} |x_m - x_n| = 0.
\]

**Proof.** Let \( F_{Mk}(x) \to g_1(x) \) and \( F_{Nk}(x) \to g_2(x) \). Applying the Helly-Bray theorem we find

\[
\lim_{k \to \infty} \int_{0}^{1} \int_{0}^{1} |x - y| dF_{Mk}(x) dF_{Nk}(y) = \int_{0}^{1} \int_{0}^{1} |x - y| d(g_1(x)) d(g_2(y)).
\]

By Riemann-Stieltjes integration we obtain

\[
\int_{0}^{1} \int_{0}^{1} |x - y| dF_{Mk}(x) dF_{Nk}(y) = \frac{1}{M_k N_k} \sum_{m=1}^{M_k} \sum_{n=1}^{N_k} |x_m - x_n|.
\]

Thus

\[
\int_{0}^{1} \int_{0}^{1} |x - y| d(g_1(x)) d(g_2(y)) = 0
\]

which gives \( g_1(x) = g_2(x) = c_\alpha(x) \) a.e. for some \( \alpha \in [0, 1] \). \( \square \)

### 2.4. Statistical limit points

Following the concept of statistical convergence J. A. Frivy [14] introduced:

**Definition 3.** A real number \( x \) is said to be a statistical limit point of the sequence \( x_n \) if there exists a subsequence \( x_{k_n} \), \( n = 1, 2, \ldots, \) such that \( \lim_{n \to \infty} x_{k_n} = x \) and the set of indices \( k_n \) has a positive upper asymptotic density.

Fridy studied the set \( \Lambda(x_n) \) of all such points. Inspired by I.J. Schoenberg [34], P. Kostyrko, M. Mačaj, T. Šalát and O. Strauch [21] was found:

**Theorem 13.** The set \( \Lambda(x_n) \), for \( x_n \in [0, 1) \) \( n = 1, 2, \ldots, \) coincides with the set of all discontinuity points of d.f.s \( g(x) \in G(x_n) \).

From it follows:

(i) Let \( x_n \) be a sequence of real numbers. If for every \( k = 1, 2, \ldots \) the difference sequence \( x_{n+k} - x_n \), \( n = 1, 2, \ldots \) has \( \Lambda(x_{n+k} - x_n) = \emptyset \), then \( \Lambda(x_n) = \emptyset \).

(ii) For u.d. sequence \( x_n \) we have \( \Lambda(x_n \mod 1) = \emptyset \).

(iii) \( \omega_h = \limsup_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i h x_n} \right|^2 \) for \( h = 1, 2, \ldots \) and assume that \( \lim_{H \to \infty} \frac{1}{H} \sum_{h=1}^{H} \omega_h = 0 \). The every \( g(x) \in G(x_n) \) is a continuous, thus \( \Lambda(x_n) = \emptyset \).
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**Example 5.** By Example 1 every d.f. \( g(x) \in G(\log n \mod 1) \) is continuous, thus we have \( \Lambda(\log n \mod 1) = \emptyset \). More generally, for \( x_n = c \log n \mod 1 \), \( c \neq 0 \), we have

\[
\omega_h = \frac{1}{4\pi^2 h^2 c^2 + 1}
\]

which implies \( \lim_{H \to \infty} \frac{1}{H} \sum_{h=1}^{H} \omega_h = 0 \) and thus by (iii) \( \Lambda(c \log n \mod 1) = \emptyset \), again.

**Example 6.** By [36] starting with \( \log \log n \mod 1 \) all the sequences of iterate logarithm \( \log \log \ldots \log n \mod 1 \) have

\[
G(\log \log \ldots \log n \mod 1) = \{ c_\alpha(x); \alpha \in [0,1] \} \cup \{ h_\alpha(x); \alpha \in [0,1] \}.
\]

Here \( c_\alpha(x) \) is one-step d.f. for which

\[
c_\alpha(x) = 0 \quad \text{for} \quad x \in [0, \alpha], \quad c_\alpha(x) = 1 \quad \text{for} \quad x \in (\alpha, 1] \quad \text{and} \quad h_\alpha : [0,1] \to [0,1]
\]

is a constant distribution function, where \( h_\alpha(0) = 0, h_\alpha(1) = 1 \), and \( h_\alpha(x) = \alpha \) if \( x \in (0,1) \). Thus we have \( \Lambda(\log \log \ldots \log n \mod 1) = [0,1] \).

**Example 7.** Let \( \alpha = \frac{p}{q} \pi \), where \( p \) and \( q \) are positive integers and g.c.d. \( (p,q) = 1 \).

By D. Berend, M. D. Boshernitzan, and G. Kolesnik [6] the sequence

\[
x_n = n \cos(n \cos n \alpha \mod 1), \quad n = 1, 2, \ldots
\]

has \( G(x_n) = \{ g(x) \} \), where

\[
g(x) = \begin{cases} 
   x & \text{if } q \text{ is odd} \\
   (1 - \frac{1}{q}) x + \frac{1}{q} c_0(x) & \text{if } q \text{ is even}
\end{cases}
\]

and \( c_0(x) \) is the one-jump d.f. which the jump in 0. This implies

\[
\Lambda(x_n) = \begin{cases} 
   \emptyset & \text{if } q \text{ is odd} \\
   \{0\} & \text{if } q \text{ is even}
\end{cases}
\]

### 2.5. Uniformly maldistributed sequences

G. Myerson [24]:

**Definition 4.** The sequence \( x_n \in [0,1] \) \( n = 1, 2, \ldots \), is said to be uniformly maldistributed (u.m.) if for every nonempty proper subinterval \( I \subset [0,1] \) we have both

\[
\lim \inf_{N \to \infty} \frac{1}{N} \# \{ n \leq N; x_n \in I \} = 0 \quad \text{and} \quad \lim \sup_{N \to \infty} \frac{1}{N} \# \{ n \leq N; x_n \in I \} = 1.
\]

He mentioned that the first condition is superfluous, and showed that
The sequence $x_n = \{\log \log n\}$ of fractional parts of the iterated logarithm is u.m.

In [36] is proved: Let $c_\alpha(x)$ is one-step d.f. for which $c_\alpha(x) = 0$ for $x \in [0, \alpha]$ and $c_\alpha(x) = 1$ for $x \in (\alpha, 1]$.

**Theorem 14.** The sequence $x_n$ is u.m. if and only if

$$\{c_\alpha(x); \alpha \in [0, 1]\} \subset G(x_n).$$

**Example 9.** By Example 6, starting with $x_n = \{\log \log n\}$, all the sequences $x_n = \{\log \log \ldots \log n\}$, $n = n_0, n_0 + 1, \ldots$ are u.m.

Thus, in the theory of uniform maldistribution we need not consider d.f.s other than one-jump d.f. $c_\alpha(x)$ which has a jump of size 1 at $\alpha$. This suggests the definition (see [36]):

**Definition 5.** The sequence $x_n$ is said to be uniformly maldistributed in the strict sense (u.m.s.) if $G(x_n) = \{c_\alpha(x); \alpha \in [0, 1]\}$.

**Theorem 15.** For every sequence $x_n \in [0, 1)$ we have

$$G(x_n) \subset \{c_\alpha(x); \alpha \in [0, 1]\} \iff \lim_{N \to \infty} \frac{1}{N^2} \sum_{m,n=1}^N |x_m - x_n| = 0.$$

Moreover, if $G(x_n) \subset \{c_\alpha(x); \alpha \in [0, 1]\}$, then $G(x_n) = \{c_\alpha(x); \alpha \in I\}$, where $I$ is a closed subinterval of $[0, 1]$ which can be found as

$$I = \left[ \liminf_{N \to \infty} \frac{1}{N} \sum_{n=1}^N x_n, \limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^N x_n \right],$$

and the length $|I|$ of $I$ can also be found as

$$|I| = \limsup_{M,N \to \infty} \frac{1}{MN} \sum_{m=1}^M \sum_{n=1}^N |x_m - x_n|.$$

The following theorem is immediately evident from the preceding,

**Theorem 16.** The sequence $x_n \in [0, 1)$ is u.m.s. if and only if

$$\lim_{N \to \infty} \frac{1}{N^2} \sum_{m,n=1}^N |x_m - x_n| = 0 \quad \text{and} \quad \limsup_{M,N \to \infty} \frac{1}{MN} \sum_{m=1}^M \sum_{n=1}^N |x_m - x_n| = 1,$$

or alternatively $\limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^N x_n - \liminf_{N \to \infty} \frac{1}{N} \sum_{n=1}^N x_n = 1$. 
EXAMPLE 10. Let $x_n$, $n = 1, 2, \ldots$ be defined as

$$x_n = \left\{ 1 + (-1)^{\left\lfloor \sqrt{\log_2 n} \right\rfloor} \left\{ \sqrt{\left\lfloor \log_2 n \right\rfloor} \right\} \right\},$$

were $[x]$ denotes the integral part and $\{x\}$ the fractional part of $x$. Then

$$G(x_n) = \{c_\alpha(x); \alpha \in [0, 1]\}.$$  

2.6. Benford’s law

The first digit problem:

2.6.1. Historical notes

An infinite sequence $x_n \geq 1$, $n = 1, 2, \ldots$, of real numbers satisfies Benford’s law, if the frequency (the asymptotic density) of occurrences of a given first digit $a$, when $x_n$ is expressed in the decimal form is given by

$$\log_{10} \left( 1 + \frac{1}{a} \right)$$

for every $a = 1, 2, \ldots, 9$ (0 as a possible first digit is not admitted).

It was S. Newcomb (1881), who firstly noted “That the ten digits do not occur with equal frequency must be evident to anyone making use of logarithm tables”. F. Benford (1938) compared the empirical frequency of occurrences of $a$ with $\log_{10}((a + 1)/a)$ in twenty different tables. Since $x_n$ has the first digit $a$ if and only if

$$\log_{10} x_n \mod 1 \in \left[ \log_{10} a, \log_{10}(a + 1) \right),$$

Benford’s law for $x_n$ follows from the uniform distribution of $\log_{10} x_n \mod 1$. For the asymptotic density of the second-place digit $b$ he found

$$\sum_{a=1}^{9} \log_{10} \left( 1 + \frac{1}{10a + b} \right).$$

F. Benford rediscovered Newcomb’s observation from (1881). P. Diaconis [8] suggested the following generalization:

2.6.2. Generalization of Benford’s law

Let $b \geq 2$ be an integer considered as a base for the development of a real number $x > 0$ and $M_b(x)$ be the mantissa of $x$ defined by $x = M_b(x) \times b^{n(x)}$ such that $1 \leq M_b(x) < b$ holds, where $n(x)$ is a uniquely determined integer. Let $K = k_1 k_2 \cdots k_r$ be a positive integer expressed in the base $b$, that is

$$K = k_1 \times b^{r-1} + k_2 \times b^{r-2} + \cdots + k_{r-1} \times b + k_r,$$

where $k_1 \neq 0$ and at the same time $K = k_1 k_2 \cdots k_r$ is considered as an $r$-consecutive block of digits in the base $b$. Note that for $x$ of the type $x = 0.00 \cdots$
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\[ \cdots 0k_1k_2 \cdots k_r \cdots, \ k_1 > 0, \ \text{we have} \ M_b(x) = k_1k_2 \cdots k_r \cdots \ \text{and the first zero digits are omitted. Thus arbitrary} \ x > 0 \ \text{has the first} \ r \text{-digits, starting a non-zero digit, equal to} \ k_1k_2 \cdots k_r \ \text{if and only if} \]

\[ k_1k_2 \cdots k_r \leq M_b(x) < k_1k_2 \cdots (k_r + 1). \]  

(21)

Since \( \log_b M_b(x) = \log_b x \mod 1 \) the inequality (21) is equivalent to

\[ \log_b \left( \frac{K}{b^r-1} \right) \leq \log_b x \mod 1 < \log_b \left( \frac{K+1}{b^r-1} \right). \]  

(22)

Here we use the shorthand notation \( \frac{K}{b} = k_1k_2 \cdots k_r. \)

**Definition 6.** A sequence \( x_n, \ n = 1, 2, \ldots, \) of positive real numbers satisfies Benford’s law (abbreviated to B.L.) \(^8\) in base \( b, \) if for every \( r = 1, 2, \ldots \) and every \( r \)-digits integer \( K = k_1k_2 \cdots k_r \) we have the density

\[ \lim_{N \to \infty} \frac{\# \{ n \leq N; \ \text{leading block of} \ r \text{-digits (beginning with} \ \neq 0) \ \text{of} \ x_n = K \}}{N} \]

\[ = \log_b \left( \frac{K+1}{b^r-1} \right) - \log_b \left( \frac{K}{b^r-1} \right). \]  

(23)

From (22) and from definition (23) it follows immediately:

**Theorem 17.** A sequence \( x_n, \ n = 1, 2, \ldots, \) of positive real numbers satisfies B.L. in base \( b \) if and only if the sequence \( \log_b x_n \mod 1 \) is u.d. in \([0, 1).\)

**Example 11.** The sequence of Fibonacci numbers \( F_n, \) factorials \( n!, \) and \( n^n, \) and \( n^{n^2} \) satisfy Benford’s law, but the sequence \( n, \) and all primes \( p_n \) does not, see \([44, 2.12.26],[3].\)

P. Diaconis \([8]\) and A.I. Pavlov \([29]\) have been the first, who applied uniform distribution theory to B.L. For instance:

(i) By the criterion of P.B Kennedy \([44, \ p.\ 2–13, \ 2.2.9], \) P. Diaconis proved:

If a sequence \( x_n > 0, \ n = 1, 2, \ldots, \) satisfies B.L. in the base \( b, \) then

\[ \limsup_{n \to \infty} n \left| \log \left( \frac{x_{n+1}}{x_n} \right) \right| = \infty. \]  

(24)

(ii) Applying van der Corput difference theorem \([22, \ p.\ 26, \ Th.3.1] \) A.I. Pavlov proved: Assume \( x_n > 0, \ n = 1, 2, \ldots. \) If for every \( k = 1, 2, \ldots \) the ratio sequence \( \frac{x_{n+k}}{x_n}, \ n = 1, 2, \ldots, \) satisfies B.L. in the base \( b, \) then the original sequence \( x_n, \ n = 1, 2, \ldots \) also satisfies B.L. in the base \( b.\)

---

7 If \( k_1 = k_2 = \cdots = k_r = b - 1 \) then we have \( k_1k_2 \cdots (k_r + 1) = b.\)

8 Precisely known as generalized or strong
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(iii) In [3] we have: The positive sequences \( x_n \) and \( \frac{1}{x_n} \), \( n = 1, 2, \ldots \) satisfy B.L. in the base \( b \) simultaneously. Proof: Both two sequences \( u_n \) and \( -u_n \) are u.d. \( \mod 1 \) simultaneously, since their Weyl's sums are complex conjugate each other.

(iv) The positive sequences \( x_n \) and \( nx_n \), \( n = 1, 2, \ldots \) satisfy B.L. in the base \( b \) simultaneously. Proof: Both two sequences \( u_n \) and \( u_n + \log n \) are u.d. \( \mod 1 \) simultaneously, see [44, p. 2–27, 2.3.6].

(v) Assume that a sequence \( 0 < x_1 \leq x_2 \leq \ldots \) satisfies B.L. in the integer base \( b > 1 \). Then
\[
\lim_{n \to \infty} \frac{\log x_n}{\log n} = \infty.
\]
(25)

Proof: It follows from the theorem of H. Niederreiter [44, p. 2–12, 2.2.8] that every monotone u.d. sequence \( u_n \mod 1 \) must satisfy \( \lim_{n \to \infty} \frac{|u_n|}{\log n} = \infty \).

Here, it suffices to put \( u_n = \log x_n \), instead of \( u_n = \log_b x_n \).

(vi) For a sequence \( x_n > 0 \), \( n = 1, 2, \ldots \), assume that
\begin{enumerate}
    \item \( \lim_{n \to \infty} x_n = \infty \) monotonically,
    \item \( \lim_{n \to \infty} \log \frac{x_{n+1}}{x_n} = 0 \) monotonically.
\end{enumerate}
Then the sequence \( x_n \) satisfies B.L. in every base \( b \) if and only if
\[
\lim_{n \to \infty} n \log \frac{x_{n+1}}{x_n} = \infty.
\]
(26)

Proof: It follows from Fejér's difference theorem in the form in [44, p. 2–13, 2.2.11].

(vii) [44, p. 2–14, 2.2.12] implies: Let \( x_n > 0 \) be a sequence, which satisfies \( \lim_{n \to \infty} \log_b \frac{x_{n+1}}{x_n} = \theta \) with \( \theta \) is irrational. Then \( x_n \) satisfies B.L. in the base \( b \).

V. Baláz, K. Nagasaka and O. Strauch [3] study d.f.s of a sequence \( x_n \in (0, 1) \) which satisfy B.L. Using the Fig. 1

![Figure 1: Intervals \( f_i^{-1}((0,x)) \), \( i = 0, 1, 2, \ldots \)](image-url)
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and that \( f_i^{-1}([0, x]) = (\frac{1}{b^{i+1}}, \frac{1}{b^i}] \) they proved:

**Theorem 18.** Let \( x_n, n = 1, 2, \ldots, be a sequence in \((0,1)\) and \( G(x_n) \) be the set of all d.f.s of \( x_n \). Assume that every d.f. \( g(x) \in G(x_n) \) is continuous at \( x = 0 \). Then the sequence \( x_n \) satisfies B.L. in the base \( b \) if and only if for every \( g(x) \in G(x_n) \) we have

\[
x = \sum_{i=0}^{\infty} \left( g\left( \frac{1}{b^i} \right) - g\left( \frac{1}{b^{i+1}} \right) \right) \quad \text{for } x \in [0,1].
\]

**Example 12.** We present the following solutions of (27):

\[
g(x) = \begin{cases} x & \text{if } x \in \left[0, \frac{1}{b}\right], \\ 1 + \frac{\log x}{\log b} + (1 - x) \frac{1}{b-1} & \text{if } x \in \left[\frac{1}{b}, 1\right]. \end{cases}
\]

\[
g^*(x) = \begin{cases} 0 & \text{if } x \in \left[0, \frac{1}{b^2}\right], \\ 2 + \frac{\log x}{\log b} & \text{if } x \in \left[\frac{1}{b^2}, \frac{1}{b}\right], \\ 1 & \text{if } x \in \left[\frac{1}{b}, 1\right]. \end{cases}
\]

\[
g^{**}(x) = \begin{cases} 0 & \text{if } x \in \left[0, \frac{1}{b^3}\right], \\ 3 + \frac{\log x}{\log b} & \text{if } x \in \left[\frac{1}{b^3}, \frac{1}{b^2}\right], \\ 1 & \text{if } x \in \left[\frac{1}{b^2}, 1\right]. \end{cases}
\]

If \( H \) is the set of all \( t_1g(x) + t_2g^*(x) + t_3g^{**}(x), t_1 + t_2 + t_3 = 1, t_1, t_2, t_3 \geq 0 \), then there exists a sequence \( x_n \) such that \( G(x_n) = H \) (see 2.1), and this \( x_n \) satisfies B.L.

By the following Example 13, there exist an integer sequences \( x_n \in \mathbb{N} \) which satisfies B.L. for an arbitrary base \( b \). By the following Theorem 19 no such real sequence \( x_n \in [0,1) \) exists.

**Example 13.** By [44, p. 2–117, 2.12.14], the sequence

\[
o \alpha n \log^\tau n \mod 1, \quad \alpha \neq 0, \ 0 < \tau \leq 1,
\]

is u.d. From this follows that \( x_n = n^\alpha \) satisfies B.L. for an arbitrary integer base \( b \), because \( \log_b n^\alpha = n \log_b 1 = \log_b n \frac{1}{\log_b n} \).

In [3] there is proved:

**Theorem 19.** For a sequence \( x_n \in (0,1), n = 1, 2, \ldots, \) assume that every d.f. \( g(x) \in G(x_n) \) is continuous at \( x = 0 \). Then there exist only finitely many different integer bases \( b \) for which the sequence \( x_n \) satisfies B.L. simultaneously. Moreover, if the sequence \( x_n \) satisfies B.L. in base \( b \), and for some \( k = 1, 2, \ldots \) there exists \( k \)th integer root \( \sqrt[k]{b} \), then \( x_n \) satisfies B.L. also in base \( \sqrt[k]{b} \).
As it is well known that the increasing sequence of all positive integers 1, 2, 3, ... does not satisfy B.L. in every base $b \geq 2$. It follows from the fact that $\log_b n \mod 1$ is not u.d. For a density of $n$ for which $r$ initial digits are $K = k_1k_2 \ldots k_r$, A.I. Pavlov [29] proved that

$$\liminf_{N \to \infty} \frac{\# \{ n \leq N; n \text{ has the first } r \text{ digits } = K \} }{N} = \frac{1}{K(b-1)},$$

(28)

$$\limsup_{N \to \infty} \frac{\# \{ n \leq N; n \text{ has the first } r \text{ digits } = K \} }{N} = \frac{b}{(K+1)(b-1)}.$$  

(29)

Using the theory of d.f.s boundaries (28) and (29) are extended in [3] to the following (30): By G. Pólya and G. Szegő [32] the d.f.s of $\log_b n \mod 1$ is of the form (see also Theorem 21)

$$g_u(x) = b \min(x, u) - 1 + \frac{b^x - 1}{b^u - 1},$$

where the parameter $u$ runs $[0, 1]$ and by [15], for increasing sequence $N_i$, $i = 1, 2, \ldots$, we have

$$\log_b N_i \mod 1 \to u \Rightarrow F_{N_i}(x) \to g_u(x).$$

Thus

$$\frac{\# \{ n \leq N_i; n \text{ has the first } r \text{ digits } = K \} }{N_i} \to (g_u(x_2) - g_u(x_1))$$  

(30)

as $i \to \infty$, $x_1 = \log_b (k_1k_2k_3 \ldots k_r)$, $x_2 = \log_b (k_1k_2k_3 \ldots (k_r + 1))$, and the minimum is appeared in $u = x_1$ and the maximum in $u = x_2$.

**2.6.3. General scheme of solution of the First Digit Problem**

Many authors think that if the sequence $x_n$ does not satisfy B.L., then the relative density of indices $n$ for which the $b$-expansion of $x_n$ start with leading digits $K = k_1k_2 \ldots k_r$

$$\frac{1}{N} \# \left\{ n \leq N; \log_b \left( \frac{K}{b^{r-1}} \right) \leq \log_b x_n < \log_b \left( \frac{K + 1}{b^{r-1}} \right) \right\}.$$

do not follow any distribution in the sense of natural density, see S. Eliahou, B. Massé and D. Schneider (2013). These authors as an alternate result shown that the sequence $\log_{10} n^r \mod 1$, $n = 1, 2, \ldots$, and the sequence $\log_{10} p_n^r \mod 1$ $n = 1, 2, \ldots$, $p_n$ are all prime numbers, have the discrepancy $O(r^{-1})$. Thus, for $r \to \infty$, these sequences tends to uniform distribution and thus $n^r$ and $p_n^r$ tends to B.L. Using theory of d.f.’s we can give the following general solution of the first digit problem (see [28]):
Theorem 20. Let \( g(x) \in G(\log_b x \mod 1) \) and \( \lim_{i \to \infty} F_{N_i}(x) = g(x) \). Then
\[
\lim_{N_i \to \infty} \frac{\#\{n \leq N_i; \text{first } r \text{ digits (starting a non-zero digit) of } x_n = K\}}{N_i} = g \left( \log_b \left( \frac{K + 1}{b^r - 1} \right) \right) - g \left( \log_b \left( \frac{K}{b^r - 1} \right) \right).
\]

2.6.4. Distribution functions of sequences involving logarithm

Distribution functions of \( \log_b x_n \mod 1 \) we need in generalized B.L., Theorem 20. It can be computed by following theorem: \(^9\)

**Assumptions.** Let the real-valued function \( f(x) \) be strictly increasing for \( x \geq 1 \) and let
\[
f^{-1}(x)\text{ be its inverse function and}
\]
\[
F_N(x) = \frac{\#\{n \leq N; f(n) \mod 1 \in [0,x]\}}{N} \text{ for } x \in [0,1].
\]
Assume that

(i) \( \lim_{x \to \infty} f'(x) = 0 \),

(ii) \( \lim_{k \to \infty} f^{-1}(k + 1) - f^{-1}(k) = \infty \),

(iii) \( \lim_{k \to \infty} \frac{f^{-1}(k + w(k))}{f^{-1}(k)} = \psi(w) \) for every sequence \( w(k) \in [0,1] \) for which

\[
\lim_{k \to \infty} w(k) = w, \text{ where this limit defines the function }
\]
\[
\psi : [0,1] \to [1, \psi(1)],
\]

(iv) \( \psi(1) > 1 \).

**Theorem 21** ([43]). Then (i)–(iv) imply
\[
G(f(n) \mod 1) = \{g_w(x) = \frac{1}{\psi(w)} - \frac{\psi(x) - 1}{\psi(w)} \mid w \in [0,1]\},
\]
Now, if \( w(i) = \{f(N_i)\} \rightarrow w \), then \( F_{N_i}(x) \rightarrow g_w(x) \) for every \( x \in [0,1] \).

**Theorem 22** (Y. Ohkubo [27]). Then (i)–(iv) imply
\[
G(f(p_n) \mod 1) = \left\{ g_w(x) = \frac{1}{\psi(w)} - \frac{\psi(x) - 1}{\psi(w)} + \frac{\min(\psi(x), \psi(w)) - 1}{\psi(w)} \mid w \in [0,1]\right\}.
\]
Now, if \( w(i) = \{f(p_{N_i})\} \rightarrow w \), then \( F_{N_i}(x) \rightarrow g_w(x) \) for every \( x \in [0,1] \).

**Example 14** (Example of natural numbers). For the sequence
\[
f(n) = \log_b n^s, \text{ } n = 1, 2, \ldots, \text{ } f^{-1}(x) = b^{\frac{x}{s}},
\]
\[
\lim_{k \to \infty} \frac{f^{-1}(k + w)}{f^{-1}(k)} = \frac{b^{\frac{k + w}{s}}}{b^{\frac{k}{s}}} = b^{\frac{w}{s}} = \psi(w), \text{ and by Theorem 21}
\]
\(^9\)Theorem 21 is a simple version of Theorems 34, 35 and 36.
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\[ G(\log_b n^s \mod 1) = \{ g_w(x) = \frac{1}{b^x} \frac{b^x - 1}{b^x - 1} + \frac{\min(b^x, b^s) - 1}{b^x} ; w \in [0, 1] \} . \]

If \( \lim_{i \to \infty} \{ f(N_i) \} = \lim_{i \to \infty} \{ \log_b(N_i^s) \} = w \), then

\[
\lim_{i \to \infty} \frac{\#\{ n \leq N_i ; \text{first } r \text{ digits of } n^s \text{ are } k_1k_2\ldots k_r \}}{N_i} = g_w(\log_b(k_1k_2k_3\ldots(k_r + 1))) - g_w(\log_b(k_1k_2k_3\ldots k_r))
\]

\[
= \frac{b^{(\log_b(k_1k_2k_3\ldots(k_r + 1)))/s - 1}}{b^{1/s - 1}} - \frac{b^{(\log_b(k_1k_2k_3\ldots k_r))/s - 1}}{b^{1/s - 1}}
\]

\[
= \frac{(k_1k_2k_3\ldots(k_r + 1))(1/s) - (k_1k_2k_3\ldots k_r)(1/s)}{b^{1/s - 1}},
\]

where we assume \( N_i = b^i \) which gives \( \lim_{i \to \infty} \{ \log_b(b^i^s) \} = 0 = w \).

**Example 15** (Example of primes). \( f(p_n) = \log_b p_n^s \), \( n = 1, 2, \ldots, p_n \) is the \( n \)th prime.

\[
f(x) = \log_b x^s,
\]

\[ G(\log_b p_n^s \mod 1) = \{ g_w(x) = \frac{1}{b^x} \frac{b^x - 1}{b^x - 1} + \frac{\min(b^x, b^s) - 1}{b^x} ; w \in [0, 1] \} . \]

If \( N_i = \pi(\log^b) + 1 \), then \( \lim_{i \to \infty} \{ f(p_{N_i}) \} = 0 \) (cf. [28]) and \( g_0(x) = \frac{b^{s/s - 1}}{b^{1/s - 1}} \).

Thus

\[
\lim_{i \to \infty} \frac{\#\{ n \leq N_i ; \text{first } r \text{ digits of } p_n^s = k_1k_2\ldots k_r \}}{N_i} = g_0(\log_b(k_1k_2k_3\ldots(k_r + 1))) - g_0(\log_b(k_1k_2k_3\ldots k_r))
\]

\[
= \frac{b^{(\log_b(k_1k_2k_3\ldots(k_r + 1)))/s - 1}}{b^{1/s - 1}} - \frac{b^{(\log_b(k_1k_2k_3\ldots k_r))/s - 1}}{b^{1/s - 1}}
\]

\[
= \frac{(k_1k_2k_3\ldots(k_r + 1))(1/s) - (k_1k_2k_3\ldots k_r)(1/s)}{b^{1/s - 1}}.
\]

2.6.5. Two-dimensional Benford’s law

Unsolved Problems [42, 1.38, p. 186]:

F. Luca and P. Stanica [23] proved

**Theorem 23.** There exists infinite many \( n \) such that Fibonacci number \( F_n \) starts with digits \( K_1 \) and \( \varphi(F_n) \) starts with digits \( K_2 \) in the base \( b \) representation. Here \( K_1 \) and \( K_2 \) are arbitrary and \( \varphi(x) \) is the Euler function.
In the following we see that this claim is equivalent that the sequence
\[
(\log_b F_n, \log_b \varphi(F_n)) \mod 1, \quad n = 1, 2, \ldots,
\]
is everywhere dense in \([0, 1]^2\), but the authors use the following method:

(i) By the first author \(\varphi(F_n)/F_n\) is dense in \([0, 1]\). Thus, for an interval \(I\) with arbitrary small length and containing \(K_2/K_1\), there exists \(\varphi(F_n)/F_n \in I\).

(ii) Then \(\varphi(F_{ap})/F_{ap} \in I\) for all sufficiently large prime \(p\).

(iii) There exists infinitely many primes \(p\) such that \(F_{ap}\) starts with \(K_1\).

(iv) Finally, multiplying \(I\) by \(F_{ap}\) they find \(\varphi(F_{ap})\) which starts with \(K_2\).

Now we shall extend Theorem 20 to the two-dimensional case.

Let \(x_n > 0, y_n > 0, n = 1, 2, \ldots\);
\[
F_N(x, y) = \frac{\#\{n \leq N : \{\log_b x_n\} < x \text{ and } \{\log_b y_n\} < y\}}{N},
\]
\[
K_1 = k_1^{(1)} k_2^{(1)} \ldots k_{r_1}^{(1)},
\]
\[
K_2 = k_1^{(2)} k_2^{(2)} \ldots k_{r_2}^{(2)},
\]
\[
u_1 = \log_b \left(\frac{K_1}{b^{r_1-1}}\right),
\]
\[
u_2 = \log_b \left(\frac{K_2}{b^{r_2-1}}\right),
\]
\[
u_1 = \log_b \left(\frac{K_1}{b^{r_1-1}}\right),
\]
\[
u_2 = \log_b \left(\frac{K_2}{b^{r_2-1}}\right),
\]
\[
x_n \text{ has the first } r_1 \text{ digits } \iff K_1 \leftrightarrow \{\log_b x_n\} \in [u_1, u_2);
\]
\[
y_n \text{ has the first } r_2 \text{ digits } \iff K_2 \leftrightarrow \{\log_b y_n\} \in [v_1, v_2);
\]

**Theorem 24.** Let \(g(x, y) \in G(\{\log_b x_n\}, \{\log_b y_n\})\) and \(\lim_{k \to \infty} F_{N_k}(x, y) = g(x, y)\) for \((x, y) \in [0, 1]^2\). Then
\[
\lim_{k \to \infty} \frac{\#\{n \leq N_k : x_n \text{ has the first } r_1 \text{ digits } = K_1 \text{ and } y_n \text{ has the first } r_2 \text{ digits } = K_2\}}{N_k}
\]
\[
= g(u_2, v_2) + g(u_1, v_1) - g(u_2, v_1) - g(u_1, v_2).
\]

**Example 16.**
\[
G(\{\log_b n\}, \{\log_b (n+1)\}) = \left\{ g_u(x, y) = \frac{b^{\min(x,y) - 1}}{b-1} \frac{1}{b^u} + \frac{b^{\min(x,y,u) - 1}}{b^u}; u \in [0, 1] \right\}.
\]
\[
g_u(x, y) = \min(g_u(x), g_u(y)) \text{ by Sklar theorem, where } g_u(x) = \frac{b^{x-1}}{b-1} \cdot \frac{1}{b^u} + \frac{b^{\min(x,n) - 1}}{b^u}.
\]
\[
\lim_{k \to \infty} \frac{\#\{n \leq N_k : n \text{ has the first } r_1 \text{ digits } = K_1 \text{ and } (n+1) \text{ has the first } r_2 \text{ digits } = K_2\}}{N_k}
\]
\[
= g_u(u_2, v_2) + g_u(u_1, v_1) - g_u(u_2, v_1) - g_u(u_1, v_2)
\]
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If \( K_1 = K_2 \) then \( g_u(u_2) - g_u(u_1) \). It can be found directly.

**Example 17.** Let \( x_n \in [0, 1), n = 1, 2, \ldots, \) be a u.d. sequence. Then

(I) \( x_n \) and \( \log_b n \text{ mod } 1 \)

are statistically independent (Theorem 8);

(II) \( x_n \) and \( \log_b(n \log n) \text{ mod } 1 \)

are statistically independent (Y. Ohkubo (2011) [27]); see Theorem 9.

(III) \( x_n \) and \( \log_b p_n \text{ mod } 1 \)

are statistically independent (Y. Ohkubo (2011) [27]); see Theorem 10.

\[
G(x_n, \{\log_b p_n\}) = \{x.g_u(y); u \in [0, 1]\},
\]

where \( g_u(x) = \frac{b^x - 1}{b - 1} \cdot \frac{1}{b^u} + \frac{\min(x, u) - 1}{b^u} \).

This was proved by G. Rauzy (1973), see [44, p. 2–27, 2.3.6.]

**Example 18.** Let \( x_n \in [0, 1), n = 1, 2, \ldots, \) be u.d. sequence. Then \( x_n \) and \( \log_b n \text{ mod } 1 \) are statistically independent, i.e.,

\[
G(x_n, \{\log_b n\}) = \{g_u(x, y) = x.g_u(y); u \in [0, 1]\},
\]

where \( g_u(x) = \frac{b^x - 1}{b - 1} \cdot \frac{1}{b^u} + \frac{\min(x, u) - 1}{b^u} \). This was proved by G. Rauzy (1973), see [44, p. 2–27, 2.3.6.]

**Example 19.** By Theorem 10 we have

\[
G(\{\log_b F_n\}, \{\log_b p_n\}) = \{x.g_u(y); u \in [0, 1]\}
\]

and let

\[
\{\log_b p_{N_k}\} \to u.
\]

Then

\[
\lim_{k \to \infty} \frac{\# \{n \leq N_k; F_n \text{ has the first } r_1 \text{ digits } = K_1 \text{ and } p_n \text{ has the first } r_2 \text{ digits } = K_2 \}}{N_k} = u_2g_u(v_2) + u_1g_u(v_1) - u_2g_u(v_1) - u_1g_u(v_2),
\]

where

\[
u_1 = \log_b \left( \frac{K_1}{b^{r_1 - 1}} \right), \quad u_2 = \log_b \left( \frac{K_1 + 1}{b^{r_1 - 1}} \right),
\]

\[
v_1 = \log_b \left( \frac{K_2}{b^{r_2 - 1}} \right), \quad v_2 = \log_b \left( \frac{K_2 + 1}{b^{r_2 - 1}} \right),
\]

and

\[
g_u(x) = \frac{b^x - 1}{b - 1} \cdot \frac{1}{b^u} + \frac{\min(x, u) - 1}{b^u}.
\]
2.7. Two-dimensional copulas

If distribution function \( c(x, y) \) satisfies
\[
    c(x, 1) = x \quad \text{and} \quad c(1, y) = y,
\]
then \( c(x, y) \) is called copula. These d.f.’s introduced by M. Sklar (1959) and all their basic properties can be found in R.B. Nelsen (1999).

Let \( G_{2,1} \) be the set of all two-dimensional copulas. There are some basic properties \( G_{2,1} \):

(I) \( G_{2,1} \) is closed under pointwise limit and convex linear combinations.

(II) For every \( g(x, y) \in G_{2,1} \) and every \((x_1, y_1), (x_2, y_2) \in [0,1]^2\) we have
\[
|g(x_2, y_2) - g(x_1, y_1)| \leq |x_2 - x_1| + |y_2 - y_1|, \quad [26, \text{p. 9}]. \text{Also [26, p. 9, Coroll. 2.2.6]: The horizontal, vertical and diagonal sections of copula are all nondecreasing and uniformly continuous on } [0,1].
\]

(III) For every \( g(x, y) \in G_{2,1} \) we have
\[
g_3(x, y) = \max(x + y - 1, 0) \leq g(x, y) \leq g_2(x, y), \quad \text{where } g_3(x, y) \text{ and } g_2(x, y) \text{ are copulas (Fréchet-Hoeffding bounds, see R.B. Nelsen (1999)) } \quad [26, \text{p. 9, 26}].
\]

(IV) M. Sklar (1959) proved (cf. (cf. Nelsen[p. 15, Th. 2.3.3])):

**Theorem 25.** For every d.f. \( g(x, y) \) on \([0,1]^2\) there exists \( c(x, y) \in G_{2,1} \) such that
\[
g(x, y) = c(g(x, 1), g(1, y)) \quad \text{for every } (x, y) \in [0,1]^2.
\]
If \( g(x, 1) \) and \( g(1, y) \) are continuous, then the copula \( c(x, y) \) is unique.

- For d.f. \( g(x, y) \) denote the marginal \( g_1(x) = g(x, 1) \) and \( g_2(y) = g(1, y) \) and by Sklar \( g(x, y) = c(g_1(x), g_2(y)) \). Then for every continuous \( F(x, y) \) we have
\[
\int_0^1 \int_0^1 F(x, y) dg(x, y) = \int_0^1 \int_0^1 F(g_1^{-1}(x), g_2^{-1}(y)) dc(x, y), \quad (33)
\]

see M. Hofer and M.R. Iacò [18].

(VI) Examples:
\[
g_0(x, y) = (\min(x, y))^{\theta(\max(x, y))^{1-\theta}}, \quad \text{where } \theta \in [0,1] \quad \text{(Cuadras-Augé family, cf. Nelsen [1999, p. 12, Ex. 2.5])},
\]
\[
g_4(x, y) = \frac{xy}{x+y-xy} \quad \text{(see Nelsen [1999, p. 19, 2.3.4])},
\]
\[
\tilde{g}(x, y) = x + y - 1 + g(1 - x, 1 - y) \quad \text{for every } g(x, y) \in G_{2,1} \quad \text{(Survival copula, see Nelsen [1999, p. 28, 2.6.1])}.
\]

---

10 We denote by \( G_{s,k} \) the set of all d.f.s \( g(x) \) on \([0,1]^k\) for which all \( k \)-dimensional marginal (i.e., face) d.f.s satisfy \( g(1, \ldots , 1, x_{i_1}, 1, \ldots , 1, x_{i_2}, 1, \ldots , 1, x_{i_k}, 1, \ldots , 1) = x_{i_1}x_{i_2} \ldots x_{i_k} \). For \( k = 1 \), these d.f.’s are called copulas.
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Possible a new types of copulas can be produced by: If a sequences \((x_n, y_n)\) have both \(x_n\) and \(y_n\) u.d. then all d.f.'s \(g(x, y)\) of the sequence \((x_n, y_n)\) has marginals

\[g(x, 1) = x, \quad g(1, y) = y.\]

**Theorem 26.** Let \(X\) be a non-empty, closed and connected set of copulas. Then there exists a two-dimensional sequence \((x_n, y_n), n = 1, 2, \ldots,\) in \([0, 1]^2\) such that \(G(x_n, y_n) = X.\)

**Example 20.** For the sequence \((u + z_n, v + z_n)\) mod 1, \(z_n, n = 1, 2, \ldots,\) \(z_n\) is u.d. we denote a.d.f. as \(g_{u,v}(x, y).\) Then by Weyl’s limit relation

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} K(\{u + z_n, v + z_n\}) = \int_{0}^{1} K(\{u + z\}, \{v + z\})dz
= \int_{0}^{1} \int_{0}^{1} K(x, y)dx dy g_{u,v}(x, y). \tag{34}
\]

In the following, for \(g_{u,v}(x, y),\) we prove (39).

Let \(0 \leq u \leq v \leq 1\) be fixed and \(x, y \in [0, 1]\) be variables and define

\[h_u(x) = x + u \text{ mod } 1, \quad h_v(y) = y + v \text{ mod } 1.\]

Then

\[g_{u,v}(x, y) = |h_u^{-1}([0, x)) \cap h_v^{-1}([0, y))|.\]

Using the following graphs of \(h_u(x)\)

![Figure 1: The graph of \(h_u(x)\).](image)
then we see

\[ h_u^{-1}([0, x]) = \begin{cases} [1 - u, 1 - u + x] & \text{if } x \leq u, \\ [0, x - u] \cup [1 - u, 1] & \text{if } u \leq x. \end{cases} \] (35)

Hence

\[ g_{u,v}(x, y) = \begin{cases} |[1 - u, 1 - u + x] \cap [1 - v, 1 - v + y]| & \text{if } x \leq u, y \leq v, \\ |[1 - u, 1 - u + x] \cap ([0, y - v] \cup [1 - v, 1])| & \text{if } x \leq u, y > v, \\ |([0, x - u] \cup [1 - u, 1]) \cap [1 - v, 1 - v + y]| & \text{if } x > u, y \leq v, \\ |([0, x - u] \cup [1 - u, 1]) \cap ([0, y - v] \cup [1 - v, 1])| & \text{if } x > u, y > v. \end{cases} \] (36)

Now we used minimum and maximum formula for the length of intersection of two intervals \([\alpha, \beta]\) and \([\gamma, \delta]\)

\[ |[\alpha, \beta] \cap [\gamma, \delta]| = \max(\min(\beta, \delta) - \max(\alpha, \gamma), 0). \] (37)

Insert (37) into (36) we see

\[ g_{u,v}(x, y) = \begin{cases} \max(\min(y, x - u + v), 0) & \text{if } x \leq u, y \leq v, \\ \max(\min(x, y - v - 1 + u), 0) + \max(v - u + x, 0) & \text{if } x \leq u, y > v, \\ y & \text{if } x > u, y \leq v, \\ \min(x - u + v, y) + \max(y - v - 1 + u, 0) & \text{if } x > u, y > v, \end{cases} \] (38)

which implies

\[ g_{u,v}(x, y) = \begin{cases} x & \text{if } (x, y) \in A, \\ y - (1 - |u - v|) & \text{if } (x, y) \in B, \\ x + y - 1 & \text{if } (x, y) \in C, \\ 0 & \text{if } (x, y) \in D, \\ x - |u - v| & \text{if } (x, y) \in E, \\ y & \text{if } (x, y) \in F. \end{cases} \] (39)
2.7.1. Applications

Let \( F(x, y) \) be a Riemann integrable function defined on \([0, 1]^2\) and \( x_n, y_n, n = 1, 2, \ldots \) be two u.d. sequences in \([0, 1)\). A problem is to find limit points of the sequence

\[
\frac{1}{N} \sum_{n=1}^{N} F(x_n, y_n), \quad N = 1, 2, \ldots
\]  

(40)

For \( F(x, y) = |x - y| \), this problem was formulated by F. Pillichshammer and S. Steinerberger [30]. They proved:

**Theorem 27.** Let \( x_n \) and \( y_n \) be two uniformly distributed sequences in \([0, 1)\). Then

\[
\limsup_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} |x_n - y_n| \leq \frac{1}{2}
\]

and in particular

\[
\limsup_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} |x_{n+1} - x_n| \leq \frac{1}{2}
\]

and this result is best possible.
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They also found:

- \[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} |x_{n+1} - x_n| = \frac{2(b-1)}{b^2} \] for van der Corput sequence \( x_n \) in the base \( b \) and
- \[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} |x_{n+1} - x_n| = 2\{\alpha\}(1 - \{\alpha\}) \] for \( x_n = n\alpha \mod 1 \), where \( \alpha \) is irrational.

Applying Helly theorems we see that limit points of (40) form the set

\[ \left\{ \int_0^1 \int_0^1 F(x, y)dx dy g(x, y); g(x, y) \in G((x_n, y_n)) \right\}, \tag{41} \]

where \( G(x_n, y_n) \) is the set of all d.f.s of the two-dimensional sequence \( (x_n, y_n), \ n = 1, 2, \ldots \) In this case, two-dimensional sequence \( (x_n, y_n) \) does not need to be u.d. but every d.f. \( g(x, y) \in G((x_n, y_n)) \) satisfies:

(i) \( g(x, 1) = x \) for \( x \in [0, 1] \) and
(ii) \( g(1, y) = y \) for \( y \in [0, 1] \).

Thus d.f. \( g(x, y) \) is a copula.

### 2.8. Extremes of \( \int_0^1 \int_0^1 F(x, y)dx dy g(x, y) \)

The problem of to find extremes of (40) is equivalent to find extreme values of \( \int_0^1 \int_0^1 F(x, y)dx dy g(x, y) \) over copulas \( g(x, y) \). In [11] is proved:

**Theorem 28.** Let \( F(x, y) \) be a Riemann integrable function defined on \( [0, 1]^2 \). For differential of \( F(x, y) \) let us assume that \( dx dy F(x, y) > 0 \) for every \((x, y) \in (0, 1)^2 \). Then

\[ \max_{g(x, y)-copula} \int_0^1 \int_0^1 F(x, y)dx dy g(x, y) = \int_0^1 F(x, x)dx, \]

\[ \min_{g(x, y)-copula} \int_0^1 \int_0^1 F(x, y)dx dy g(x, y) = \int_0^1 F(x, 1 - x)dx, \tag{42} \]

where, precisely, max is attained in \( g(x, y) = \min(x, y) \) and min in \( g(x, y) = \max(x + y - 1, 0) \), uniquely.

**Proof.** The integration by parts gives

\[ \int_0^1 \int_0^1 F(x, y)dx dy g(x, y) = F(1, 1) - \int_0^1 g(1, y)dy F(1, y) - \int_0^1 g(x, 1)dx F(x, 1) + \int_0^1 \int_0^1 g(x, y)dx dy F(x, y) \tag{43} \]
which holds for every Riemann integrable \( F(x, y) \) and d.f. \( g(x, y) \) which does not have any common discontinuity points. Then Fréchet-Hoeffding bounds (see Nelsen [26, p. 9])

\[
\max(x + y - 1, 0) \leq g(x, y) \leq \min(x, y)
\]

and the assumption \( d_x d_y F(x, y) > 0 \) implies

\[
\int_0^1 \int_0^1 \max(x + y - 1, 0) d_x d_y F(x, y) \leq \int_0^1 \int_0^1 g(x, y) d_x d_y F(x, y)
\]

\[
\leq \int_0^1 \int_0^1 \min(x, y) d_x d_y F(x, y).
\]

Since every copula is continuous, then the left inequality is attained if and only if \( g(x, y) = \max(x + y - 1, 0) \) and the right if and only if \( g(x, y) = \min(x, y) \).

Directly by definition of a.d.f., for every u.d. sequence \( x_n \in [0, 1] \), it can be proved that

a) the sequence \( (x_n, x_n) \), \( n = 1, 2, \ldots \), has the a.d.f. \( g(x, y) = \min(x, y) \) and

b) the sequence \( (x_n, 1 - x_n) \), \( n = 1, 2, \ldots \), has the a.d.f. \( g(x, y) = \max(x + y - 1, 0) \). From it

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} F(x_n, x_n) = \int_0^1 F(x, x) dx = \int_0^1 \int_0^1 F(x, y) d_x d_y \min(x, y),
\]

\[
(44)
\]

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} F(x_n, 1 - x_n) = \int_0^1 F(x, 1 - x) dx
\]

\[
= \int_0^1 \int_0^1 F(x, y) d_x d_y \max(x + y - 1, 0).
\]

\[
(45)
\]

If \( d_x d_y F(x, y) < 0 \), the right hand sides of (42) are exchanged.

\[\Box\]

Using copulas we gives in the following, an alternative proof of F. Pillichshammer and S. Steinerberger [30] Theorem 27:

**Example 21.** Putting \( F(x, y) = |x - y| \), we have \( F(1, 1) = 0 \), \( F(1, x) = 1 - x \), \( F(y, 1) = 1 - y \), and computing, for \( y > x \),

\[
d_x d_y |y - x| = (y + dy - (x + dx)) = (y - x) - (y - (x + dx)) - (y + dy - x) = 0,
\]

and for \( y = x \), \( dy = dx \),

\[
d_x d_y |y - x| = |x + dx - (x + dx)| + |x - x| - |(x + dx) - x| - |x - (x + dx)| = -2dx
\]
then we have

$$\int_0^1 \int_0^1 |x-y| d_x d_y g(x, y) = \int_0^1 g(x, 1) dx + \int_0^1 g(1, y) dy - 2 \int_0^1 g(x, x) dx. \quad (46)$$

Thus for a copula $g(x, y)$, $g(x, 1) = x$, $g(1, y) = y$ we have

$$\int_0^1 \int_0^1 |x-y| d_x d_y g(x, y) = 1 - 2 \int_0^1 g(x, x) dx. \quad (47)$$

We shall compute (47) for van der Corput sequence $\gamma_q(n)$, $n = 0, 1, \ldots$, in base $q$. We have that every point $(\gamma_q(n), \gamma_q(n+1))$, $n = 0, 1, 2, \ldots$, lies on the diagonals of intervals

$$\left[ 0, 1 - \frac{1}{q} \right] \times \left[ \frac{1}{q}, 1 \right] \quad (48)$$

$$\left[ 1 - \frac{1}{q^i}, 1 - \frac{1}{q^{i+1}} \right] \times \left[ \frac{1}{q^i+1}, \frac{1}{q^i} \right], \quad i = 1, 2, \ldots \quad (49)$$

By Fig. 1 we find the so-called von Neumann-Kakutani transformation $T : [0, 1] \rightarrow [0, 1]$, see Fig. 1. Because $\gamma_q(n)$ is u.d., the sequence $(\gamma_q(n), \gamma_q(n+1))$ has a.d.f. $g(x, y)$ which is copula of the form

$$g(x, y) = |\text{Project}_X(([0, x] \times [0, y]) \cap \text{graph } T)|$$

$$= \min (|[0, x] \cap I_X|, |[0, y] \cap I_Y|)$$

$$+ \sum_{i=1}^{\infty} \min (|[0, x] \cap I_X^{(i)}|, |[0, y] \cap I_Y^{(i)}|), \quad (50)$$

where $\text{Project}_X$ is the projection of a two dimensional set to the $X$-axis. \footnote{Copula $g(x, y)$ of the type (50) is called \textit{shuffle of M} (see \cite[p. 69]{26}). It is a copula whose support is a collection of line segments with slope $+1$ or $-1$.}
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Figure 1: Line segments containing \((\gamma_q(n), \gamma_q(n + 1))\), \(n = 1, 2, \ldots\)

The graph of the von Neumann-Kakutani transformation \(T\).

The sum (50) implies

\[
g(x, y) = \begin{cases} 
0 & \text{if } (x, y) \in A, \\
1 - (1 - y) - (1 - x) = x + y - 1 & \text{if } (x, y) \in B, \\
y - \frac{1}{q} & \text{if } (x, y) \in C_i, \\
x - 1 + \frac{1}{q^{i-1}} & \text{if } (x, y) \in D_i,
\end{cases}
\]  

(51)
i = 1, 2, \ldots. From (51) it follows

\[
g(x, x) = \begin{cases} 
0, & \text{if } x \in [0, \frac{1}{q}], \\
x - \frac{1}{q}, & \text{if } x \in \left[\frac{1}{q}, 1 - \frac{1}{q}\right], \\
2x - 1, & \text{if } x \in \left[1 - \frac{1}{q}, 1\right],
\end{cases}
\]  

(52)

(for \(q = 2\), the mean equality misses) and by (47)

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} |\gamma_q(n) - \gamma_q(n + 1)| = 1 - 2 \int_0^1 g(x, x) \, dx = \frac{2(q - 1)}{q^2}.
\]

As we see in part 2.7.1 in uniform distribution theory the problem of optimizing the integral

\[
\int_0^1 \int_0^1 F(x, y) \, dx \, dy \, g(x, y)
\]  

(53)
over copulas $g(x, y)$ is motivated by computing optimal limit points of the sequence $\frac{1}{N} \sum_{n=1}^{N} F(x_n, y_n)$, $N = 1, 2, \ldots$ over uniform distribution sequences $x_n$ and $y_n$, $n = 1, 2, \ldots$ But problem of optimizing (53) belongs to the well-known mass transportation problems, or the Monge-Kantorovich transportation problem, see e.g., L. Ambrosio and N. Gigli (2013) [1]. In Theorem 28 we have seen that the solution of the problem in uniform distribution theory depends on the sign of partial derivatives $\frac{\partial^2 F(x, y)}{\partial x \partial y}$, see Fig. 2.

![Figure 2](image)
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A criterion for Fig. 3 follows from [11, Th. 7]:

**Theorem 29.** Let us assume that a copula $g(x, y)$ maximizes the integral

$$\int_0^1 \int_0^1 F(x, y) d_x d_y g(x, y).$$

Let $[X_1, X_2] \times [Y_1, Y_2]$ be an interval in $[0, 1]^2$ such that the differential

$$g(X_2, Y_2) + g(X_1, Y_1) - g(X_2, Y_1) - g(X_1, Y_2) > 0.$$

Assume that for every interior point $(x, y)$ of $[X_1, X_2] \times [Y_1, Y_2]$ the differential $d_x d_y F(x, y)$ has constant signum. Then we have:

(i) if $d_x d_y F(x, y) > 0$, then

$$g(x, y) = \min\{g(x, Y_2) + g(X_1, y) - g(X_1, Y_2), \quad g(x, Y_1) + g(X_2, y) - g(X_2, Y_1)\} \quad (54)$$

(ii) if $d_x d_y F(x, y) < 0$, then

$$g(x, y) = \max\{g(x, Y_2) + g(X_2, y) - g(X_2, Y_2), \quad g(x, Y_1) + g(X_1, y) - g(X_1, Y_1)\} \quad (55)$$

for every $(x, y) \in [X_1, X_2] \times [Y_1, Y_2]$.  
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Theorem 29 can also be used for Fig. 4. Such a method is described in R.F. Tichy, S. Thonhauser, O. Strauch, M.R. Iacó and V. Baláž [49]:

\[ \frac{\partial^2 F}{\partial x \partial y} > 0 \]
\[ \frac{\partial^2 F}{\partial x \partial y} < 0 \]
\[ \frac{\partial^2 F}{\partial x \partial y} > 0 \]

Figure 4.

Let \( g(x, y) \) be a copula which maximize \( \int_0^1 \int_0^1 F(x, y) d_x d_y g(x, y) \) and \( F(x, y) \) satisfies Fig. 4. Then \( g(x, y) \) satisfies (54) if \( x \in (0, x_1) \cup (x_2, 1) \) and (55) if \( x \in (0, x_1) \cup (x_2, 1) \). Denote

\[ g(x_1, y) = h_1(y), \quad \text{and} \quad g(x_2, y) = h_2(y). \]

Thus:
If \( x \in (0, x_1) \), then

\[ g(x, y) = \min(g(0, y) + g(x, 1) - g(0, 1), g(x, 0) + g(x_1, y) - g(x, 0)) \]
\[ = \min(0 + x - 0, 0 + h_1(y) - 0) \]
\[ = \min(x, h_1(y)). \]

If \( x \in (x_1, x_2) \), then

\[ g(x, y) = \max(g(x, 1) + g(x_2, y) - g(x_2, 1), g(x_1, y) + g(x, 0) - g(x_1, 0)) \]
\[ = \max(x + h_2(y) - x_2, h_1(y) + 0 - 0) \]
\[ = \max(x + h_2(y) - x_2, h_1(y)). \]

If \( x \in (x_2, 1) \), then

\[ g(x, y) = \min(g(x_1, y) + g(x, 1) - g(x_1, 1), g(x, 0) + g(1, y) - g(1, 0)) \]
\[ = \min(h_2(y) + x - x_2, 0 + y - 0) \]
\[ = \min(x - x_2 + h_2(y), y). \]
Let
\[ g(x, y) = \begin{cases} \min(x, h_1(y)) & \text{if } x \in [0, x_1], \\ \max(x + h_2(y) - x_2, h_1(y)) & \text{if } x \in [x_1, x_2], \\ \min(x - x_2 + h_2(y), y) & \text{if } x \in [x_2, 1] \end{cases} \] (56)

where \( y \in [0, 1] \) and \( h_1(y) \) and \( h_2(y) \) we must calculated.

The differential \( d_x d_y g(x, y) \) is nonzero only for points \((x, y)\) on the curves
\begin{align*}
x &= h_1(y), y \in [0, 1], \\
x &= x_2 - h_2(y) + h_1(y), y \in [0, 1], \\
x &= x_2 - h_2(y) + y, y \in [0, 1],
\end{align*}
(57)
and we have
\[ d_x d_y g(x, y) = \begin{cases} h_1'(y)dy & \text{if } x \in [0, x_1], x = h_1(y), \\ (h_2'(y) - h_1'(y))dy & \text{if } x \in [x_1, x_2], x = x_2 - h_2(y) + h_1(y), \\ (1 - h_2'(y))dy & \text{if } x \in [x_2, 1], x = x_2 - h_2(y) + y. \end{cases} \] (58)

Let
\[ F(x, y) = \begin{cases} F_1(x, y) & \text{if } x \in (0, x_1), \frac{\partial^2 F_1(x, y)}{\partial x \partial y} > 0, \\ F_2(x, y) & \text{if } x \in (x_1, x_2), \frac{\partial^2 F_2(x, y)}{\partial x \partial y} < 0, \\ F_3(x, y) & \text{if } x \in (x_2, 1), \frac{\partial^2 F_3(x, y)}{\partial x \partial y} > 0. \end{cases} \]

Then (56), (58) and (57) give
\[
\int_0^1 \int_0^1 F(x, y) d_x d_y g(x, y) = \int_0^1 F_1(h_1(y), y) h_1'(y) dy + \\
+ \int_0^1 F_2(x_2 - h_2(y) + h_1(y), y) (h_2'(y) - h_1'(y)) dy + \\
+ \int_0^1 F_3(x_2 - h_2(y) + y, y) (1 - h_2'(y)) dy. \] (59)

Denote
\[
G(y, h_1, h_2, h_1', h_2') = F_1(h_1(y), y) h_1'(y) + F_2(x_2 - h_2(y) + h_1(y), y) (h_2'(y) - h_1'(y)) + \\
+ F_3(x_2 - h_2(y) + y, y) (1 - h_2'(y)).
\]
SOME APPLICATIONS OF DISTRIBUTION FUNCTIONS OF SEQUENCES

Then
\[ \max_{g(x,y) \text{- copula}} \int_0^1 \int_0^1 F(x,y) \, dx \, dy g(x,y) = \max_{h_1,h_2} \int_0^1 G(y,h_1,h_2,h_1',h_2') \, dy, \quad (60) \]
where \( h_1,h_2 \) give a copula in (56). To do this we use the following criterion:

**Theorem 30.** The function \( g(x,y) \) defined by (56) is a copula if and only if

(i) \( h_1(y) \) and \( h_2(y) \) are increasing;
(ii) \( h_1(0) = 0, \ h_2(0) = 0; \)
(iii) \( h_1(1) = x_1, \ h_2(1) = x_2; \)
(iv) \( 0 \leq h_1(y) \leq h_2(y) \leq y; \)
(v) \( 0 \leq h_1'(y) \leq h_2'(y) \leq 1; \)

If the \((h_1,h_2)\) is maximum of \( \int_0^1 G(y,h_1,h_2,h_1',h_2') \, dy \) but not satisfy assumptions of Theorem 30, then we have only

\[ \max_{g(x,y) \text{- copula}} \int_0^1 \int_0^1 F(x,y) \, dx \, dy g(x,y) \leq \int_0^1 G(y,h_1,h_2,h_1',h_2') \, dy. \quad (61) \]

For solution of (60) we can using the calculus of variations: If \((h_1,h_2)\) extremize the integral \( \int_0^1 G(y,h_1,h_2,h_1',h_2') \, dy \) then \((h_1,h_2)\) must be satisfied the following system of Euler-Lagrange differential equations

\[ \frac{\partial G}{\partial h_1} - \frac{d}{dy} \frac{\partial G}{\partial h_1'} = 0, \]
\[ \frac{\partial G}{\partial h_2} - \frac{d}{dy} \frac{\partial G}{\partial h_2'} = 0. \]

The solution \((h_1,h_2)\) maximize \( \int_0^1 G(y,h_1,h_2,h_1',h_2') \, dy \) if

\[ \frac{\partial^2 G}{\partial h_1' \partial h_1'} \leq 0, \quad \frac{\partial^2 G}{\partial h_1' \partial h_2'} \leq 0, \quad \frac{\partial^2 G}{\partial h_2' \partial h_2'} \leq 0. \]

To compare (60) we give L. Uckelmann’s (1997) [48] the mass transportation problems: Let
\[ F(x,y) = \Phi(x + y) \text{ for } (x,y) \in [0,1]^2; \]

For \( 0 < k_1 < k_2 < 2 \) let \( \Phi(x) \) be a twice differentiable function such that \( \Phi(x) \) is strictly convex on \([0,k_1] \cup [k_2,2]\) and concave on \([k_1,k_2]\), i.e.,
\( \Phi''(x) > 0 \) for \( x \in [0,k_1) \cup (k_2,2)\),
\( \Phi''(x) > 0 \) for \( x \in [0,k_1) \cup (k_2,2]\).
If $\alpha$ and $\beta$ are the solutions of

\[
\Phi(2\alpha) - \Phi(\alpha + \beta) + (\beta - \alpha)\Phi'(\alpha + \beta) = 0,
\]
\[
\Phi(2\beta) - \Phi(\alpha + \beta) + (\alpha - \beta)\Phi'(\alpha + \beta) = 0
\]
such that $0 < \alpha < \beta < 1$, then the optimal copula $C(x, y)$ is the shuffle of $M$

![Figure 5.](image)

with the support

\[
\Gamma(x) = \begin{cases} 
  x & \text{for } x \in [0, \alpha] \cup [\beta, 1], \\
  \alpha + \beta - x & \text{for } x \in (\alpha, \beta).
\end{cases}
\]

Then

\[
\max \int_0^1 \int_0^1 F(x, y) dC(x, y) = \int_0^\alpha \Phi(2x) dx + (\beta - \alpha)\Phi(\alpha + \beta) + \int_\beta^1 \Phi(2x) dx.
\]

2.9. Example of three-dimensional copula

See [12]: In this part we apply the Weyl’s limit relation to calculate the limit

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} F(\gamma_q(n), \gamma_q(n+1), \gamma_q(n+2))
\]

\[= \int_0^1 \int_0^1 \int_0^1 F(x, y, z) dx dy dz g(x, y, z),
\]

where $\gamma_q(n)$ is the van der Corput sequence in base $q$, $g(x, y, z)$ is the asymptotic distribution function of $(\gamma_q(n), \gamma_q(n+1), \gamma_q(n+2))$, and $F(x, y, z) = \max(x, y, z)$. 
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Let $q \geq 3$ be an integer.

We start with that every point $(\gamma_q(n), \gamma_q(n + 1))$, $n = 0, 1, 2, \ldots$, lies on the diagonals of intervals (48) and (49). Then all terms of the sequence $(\gamma_q(n), \gamma_q(n + 2))$, $n = 0, 1, 2, \ldots$, lie in the diagonals of the following intervals

\begin{equation}
\left[0, 1 - \frac{2}{q}\right] \times \left[\frac{2}{q}, 1\right], \tag{62}
\end{equation}

\begin{equation}
\left[1 - \frac{1}{q^i}, 1 - \frac{1}{q^{i+1}}\right] \times \left[\frac{1}{q} + \frac{1}{q^{i+1}}, \frac{1}{q} + \frac{1}{q^i}\right], i = 1, 2, \ldots, \tag{63}
\end{equation}

\begin{equation}
\left[1 - \frac{1}{q}, 1 - \frac{1}{q^k}, 1 - \frac{1}{q^{k+1}}\right] \times \left[\frac{1}{q^{k+1}}, \frac{1}{q^k}\right], k = 1, 2, \ldots, \tag{64}
\end{equation}

Every maximal 3-dimensional interval $I$ containing points

$$(\gamma_q(n), \gamma_q(n + 1), \gamma_q(n + 2))$$

will be written as $I = I_X \times I_Y \times I_Z$, where $I_X, I_Y, I_Z$ are projections of $I$ to the $X, Y, Z$, axes, respectively. Moreover if

$$\gamma_q(n) \in I_X, \quad \text{then} \quad \gamma_q(n + 1) \in I_Y \quad \text{and} \quad \gamma_q(n + 2) \in I_Z.$$

From u.d. of $\gamma_q(n)$ follows that the lengths $|I_X| = |I_Y| = |I_Z|$. Combining intervals (48), (62), (63), (64), (49) of equal lengths by following Figure 3, then we find that every point $(\gamma_q(n), \gamma_q(n + 1), \gamma_q(n + 2))$ is contained in diagonals of the intervals

\begin{equation}
I = \left[0, 1 - \frac{2}{q}\right] \times \left[\frac{1}{q}, 1 - \frac{1}{q}\right] \times \left[\frac{2}{q}, 1\right], \tag{65}
\end{equation}

\begin{equation}
I^{(i)} = \left[1 - \frac{1}{q^i}, 1 - \frac{1}{q^{i+1}}\right] \times \left[\frac{1}{q^{i+1}}, \frac{1}{q^i}\right] \times \left[\frac{1}{q} + \frac{1}{q^{i+1}}, \frac{1}{q} + \frac{1}{q^i}\right], i = 1, 2, \ldots, \tag{66}
\end{equation}

\begin{equation}
J^{(k)} = \left[1 - \frac{1}{q}, 1 - \frac{1}{q^k}, 1 - \frac{1}{q^{k+1}}\right] \times \left[1 - \frac{1}{q^{k+1}}, 1 - \frac{1}{q^k}\right] \times \left[\frac{1}{q^{k+1}}, \frac{1}{q^k}\right], k = 1, 2, \ldots, \tag{67}
\end{equation}

where $|I| = 0$ if $q = 2$. These intervals are maximal with respect to inclusion, see Fig. 1.
Now, let $T$ be the union of diagonals of (66), (67) and (65). Again, as in (50), the a.d.f. $g(x, y, z)$ has the form $^{12}$

$$g(x, y, z) = |\text{Project}_X([0, x] \times [0, y] \times [0, z] \cap T)|$$

and it can be rewritten as

$$g(x, y, z) = \min \left( |[0, x] \cap I_X|, |[0, y] \cap I_Y|, |[0, z] \cap I_Z| \right)$$

$$+ \sum_{i=1}^{\infty} \min \left( |[0, x] \cap I_X^{(i)}|, |[0, y] \cap I_Y^{(i)}|, |[0, z] \cap I_Z^{(i)}| \right)$$

$$+ \sum_{k=1}^{\infty} \min \left( |[0, x] \cap J_X^{(k)}|, |[0, y] \cap J_Y^{(k)}|, |[0, z] \cap J_Z^{(k)}| \right).$$

(69)

To calculate minimums in (69) we can use the following Fig. 2 (here $q = 3$):

---

$^{12}$ Since $g(x, y, z)$ is continuous, we use in the calculation closed intervals.
As an example of application of (69) and Fig. 2 we compute $g(x, x, x)$ for $q \geq 3$ without the knowledge of $g(x, y, z)$.

$$
g(x, x, x) = \begin{cases} 
0 & \text{if } x \in \left[0, \frac{2}{q}\right], \\
x - \frac{2}{q} & \text{if } x \in \left[\frac{2}{q}, 1 - \frac{1}{q}\right], \\
3x - 2 & \text{if } x \in \left[1 - \frac{1}{q}, 1\right]. 
\end{cases} \tag{70}
$$

Proof.

1. Let $x \in \left[0, \frac{1}{q}\right]$. Then $|0, x] \cap I_Z = 0$, $|0, x] \cap I_Z^{(i)} = 0$, $|0, x] \cap J_Y^{(k)} = 0$, consequently $g(x, x, x) = 0$.

2. Let $x \in \left[\frac{1}{q}, \frac{2}{q}\right]$. Then $|0, x] \cap I_Z = 0$, $|0, x] \cap J_Y^{(k)} = 0$, $|0, x] \cap J_X^{(k)} = 0$, consequently $g(x, x, x) = 0$.

3. Let $x \in \left[\frac{2}{q}, 1 - \frac{1}{q}\right]$. Then $|0, x] \cap I_X^{(i)} = 0$, $|0, x] \cap J_Y^{(k)} = 0$, consequently

$$
g(x, x, x) = \min \left(1 - \frac{2}{q}, x - \frac{1}{q}, x - \frac{2}{q}\right) = x - \frac{2}{q}.
$$

4. Let $x \in \left[1 - \frac{1}{q}, 1\right]$. Specify $x \in I_X^{(k_1)}$, $x \in J_Y^{(k_1)}$. Then $|0, x] \cap I_X^{(k)} = 0$, $|0, x] \cap J_Y^{(k)} = 0$ for $k > k_1$. Thus (69) implies

\[13\] For $q = 3$ the middle member in (70) is omitted.
\[ g(x, x, x) = \min \left( 1 - \frac{2}{q}, 1 - \frac{1}{q}, 1 - \frac{2}{q} \right) \]
\[ + \sum_{i=1}^{k_1} \min \left( |[0, x] \cap I_X^{(i)}|, |[0, y] \cap I_Y^{(i)}|, |[0, z] \cap I_Z^{(i)}| \right) \]
\[ + \sum_{k=1}^{k_1} \min \left( |[0, x] \cap J_X^{(k)}|, |[0, y] \cap J_Y^{(k)}|, |[0, z] \cap J_Z^{(k)}| \right) \]
\[ = x - \frac{2}{q} + \sum_{i=1}^{k_1-1} \left( \frac{1}{q^i} - \frac{1}{q^{i+1}} \right) + x - 1 + \frac{1}{q^{k_1}} \]
\[ + \sum_{k=1}^{k_1-1} \left( \frac{1}{q^k} - \frac{1}{q^{k+1}} \right) + x - 1 + \frac{1}{q^{k_1}} = 3x - 2. \]

\[ \square \]

For \( q = 2 \) we have

\[ g(x, x, x) = \begin{cases} 
0 & \text{if } x \in \left[ 0, \frac{1}{2} \right] , \\
x - \frac{1}{2} & \text{if } x \in \left[ \frac{1}{2}, \frac{3}{4} \right] , \\
3x - 2 & \text{if } x \in \left[ \frac{3}{4}, 1 \right] . 
\end{cases} \tag{71} \]

The knowledge \(^{14} \) of the a.d.f. \( g(x, y, z) \) of the sequence

\( (\gamma_q(n), \gamma_q(n + 1), \gamma_q(n + 2)), n = 1, 2, \ldots \)

allows us to compute the following limit by the Weyl limit relation (4) in dimension \( s = 3 \).

\[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} F(\gamma_q(n), \gamma_q(n + 1), \gamma_q(n + 2)) \]
\[ = \int_0^1 \int_0^1 \int_0^1 F(x, y, z)dx dy dz g(x, y, z), \tag{72} \]

where \( F(x, y, z) \) is an arbitrary continuous function defined in \( [0, 1]^3 \). To calculate the Riemann-Stieltjes integral (72) we will use the integration by parts.

**Lemma 31.** Assume that \( F(x, y, z) \) is a continuous in \( [0, 1]^3 \) and \( g(x, y, z) \) is a d.f.

\(^{14} g(x, y, z) \) is explicitly given in [12] by using 27 possibilities.
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Then
\[
\int_0^1 \int_0^1 \int_0^1 F(x, y, z)dx dy dz g(x, y, z)
\]
\[= F(1, 1, 1, 1) - \int_0^1 g(1, 1, 1, z)d_z F(1, 1, 1, z) - \int_0^1 g(1, y, 1, 1)d_y F(1, y, 1)
- \int_0^1 g(x, 1, 1, 1)d_x F(x, 1, 1, 1) + \int_0^1 \int_0^1 g(1, y, 1, z)d_y d_z F(1, y, 1, z)
+ \int_0^1 \int_0^1 g(x, 1, z)d_x d_z F(x, 1, z) + \int_0^1 \int_0^1 g(x, y, 1)d_x d_y d_z F(x, y, 1, 1)
- \int_0^1 \int_0^1 \int_0^1 g(x, y, z)d_x d_y d_z F(x, y, z, z).
\]

(73)

Here
\[
d_x d_y F(x, y) = F(x + dx, y + dy) + F(x, y) - F(x + dx, y) - F(x, y + dy),
\]
\[
d_x d_y d_z F(x, y, z) = F(x + dx, y + dy, z + dz) - F(x, y, z) + F(x + dx, y, z) + F(x, y + dy, z) + F(x, y, z + dz) - F(x + dx, y + dy, z + dz) - F(x + dx, y, z + dz) - F(x, y + dy, z + dz).
\]

(74)

Note that
\[
d_x d_y F(x, y) = \frac{\partial^2 F(x, y)}{\partial x \partial y} dx dy,
\]
\[
d_x d_y d_z F(x, y, z) = \frac{\partial^3 F(x, y, z)}{\partial x \partial y \partial z} dx dy dz,
\]
if the partial derivatives exist. Put
\[
F(x, y, z) = \max(x, y, z).
\]

We have
\[
d_x F(x, 1, 1, 1) = d_y F(1, y, 1, 1) = d_z F(1, 1, 1, 1) = 0,
\]
\[
d_x d_y F(x, y, 1) = d_x d_z F(x, 1, 1, 1) = d_y d_z F(1, y, 1, 1) = 0.
\]

The differential \(d_x d_y d_z F(x, y, z)\) is non-zero if and only if \(x = y = z\) and
in this case \(d_x d_y d_z F(x, y, z) = dx\).
OTO STRAUCH

**Proof.** For every interval
\[ J = \left[ x_1^{(1)}, x_2^{(1)} \right] \times \left[ x_1^{(2)}, x_2^{(2)} \right] \times \cdots \times \left[ x_1^{(s)}, x_2^{(s)} \right] \subset [0, 1]^s \]
and every continuous \( F(x_1, x_2, \ldots, x_s) \) the differential \( \Delta(F, J) \) is defined as
\[
\Delta(F, J) = \sum_{\varepsilon_1 = 1}^{2} \cdots \sum_{\varepsilon_s = 1}^{2} (-1)^{\varepsilon_1 + \cdots + \varepsilon_s} F(x_{\varepsilon_1}, \ldots, x_{\varepsilon_s}).
\] (75)

Putting \( F(x_1, x_2, \ldots, x_s) = \max(x_1, x_2, \ldots, x_s) \), \( x_1^{(i)} = x \), \( x_2^{(i)} = x + dx \) we have
\[
\Delta(F, J) = (-1)^{1+1+\cdots+1} x + \sum_{\varepsilon_1 = 1}^{2} \cdots \sum_{\varepsilon_s = 1}^{2} (-1)^{\varepsilon_1 + \cdots + \varepsilon_s} (x + dx)
\]
\[
= \sum_{\varepsilon_1 = 1}^{2} \cdots \sum_{\varepsilon_s = 1}^{2} (-1)^{\varepsilon_1 + \cdots + \varepsilon_s} (x + dx) - (-1)^{1+1+\cdots+1} dx
\]
\[
= (-1)^{s+1} dx.
\]

Then by (73)
\[
\int_{0}^{1} \int_{0}^{1} \int_{0}^{1} F(x, y, z) dx dy dz g(x, y, z)
\]
\[
= 1 - \int_{0}^{1} \int_{0}^{1} \int_{0}^{1} g(x, y, z) dx dy dz F(x, y, z)
\]
\[
= 1 - \int_{0}^{1} g(x, x, x) dx.
\] (76)

For \( q \geq 3 \) and by (70) we have
\[
\int_{0}^{1} g(x, x, x) dx = \int_{\frac{2}{q}}^{1-\frac{1}{q}} \left( x - \frac{2}{q} \right) dx + \int_{1-\frac{1}{q}}^{1} (3x - 2) dx = \frac{1}{2} - \frac{2}{q} + \frac{3}{q^2}.
\]

For \( q = 2 \) and by (71) we have
\[
\int_{0}^{1} g(x, x, x) dx = \int_{\frac{1}{2}}^{\frac{3}{4}} \left( x - \frac{1}{2} \right) dx + \int_{\frac{3}{4}}^{1} (3x - 2) dx = \frac{3}{16}.
\]

Therefore for \( q \geq 3 \), by (72) and by (76) we have
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \max(\gamma_q(n), \gamma_q(n + 1), \gamma_q(n + 2)) = \frac{1}{2} + \frac{2}{q} - \frac{3}{q^2}.
\] (77)
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**Example 22.** Example of a copula in $G_{3,2}$ [44, 3-5, 3.2.8].

Let $u_n$ and $v_n$ be two u.d. and statistically independent sequences in $[0, 1)$. Then the sequence

$$x_n = (u_n, v_n, \{u_n - v_n\}), \quad n = 1, 2, \ldots,$$

has the a.d.f. $g(x)$ which can be described as follows:

Divide the unit square $[0, 1]^2$ into regions $A, B, C, D, E, F, G, H, I$ as shown on the following Figure 2

The Weyl criterion implies that the two–dimensional sequence $(u_n, \{u_n - v_n\})$ is u.d., thus the face d.f.s are

$$g(1, x_2, x_3) = x_2 x_3, \quad g(x_1, 1, x_3) = x_1 x_3, \quad g(x_1, x_2, 1) = x_1 x_2.$$
Another d.f. having these three properties (distinct from the u.d.) is
\[ g(x_1, x_2, x_3) = \min(x_1 x_2, x_1 x_3, x_2 x_3). \]

2.10. Ratio sequences

Let \( x_1 < x_2 < \ldots \) be an increasing sequence of positive integers and consider the sequence of blocks \( X_n, n = 1, 2, \ldots \), with blocks
\[ X_n = \left( \frac{x_1}{x_n}, \frac{x_2}{x_n}, \ldots, \frac{x_n}{x_n} \right) \]
and denote by \( F(X_n, x) \) the step d.f.
\[ F(X_n, x) = \frac{\# \{ i \leq n; \frac{x_i}{x_n} < x \} }{n}, \]
for \( x \in [0, 1) \) and \( F(X_n, 1) = 1 \). A d.f. \( g \) is a d.f. of the sequence of single blocks \( X_n \), if there exists an increasing sequence of positive integers \( n_1, n_2, \ldots \) such that \( \lim_{k \to \infty} F(X_{n_k}, x) = g(x) \) a.e. on [0, 1]. Denote by \( G(X_n) \) the set of all d.f.s of the sequence of single blocks \( X_n \). \( G(X_n) \) has the following properties:

(iii) Assume that all d.f.s in \( G(X_n) \) are continuous at 1. Then all d.f.s in \( G(X_n) \) are continuous on \( (0, 1) \), i.e., only possible discontinuity is in \( 0 \).

(iv) If \( \overline{d}(x_n) > 0 \), then for every \( g(x) \in G(X_n) \) we have [45, Th. 6.2(iii)]
\[ \frac{d(x_n)}{\overline{d}(x_n)} x \leq g(x) \leq \frac{d(x_n)}{\underline{d}(x_n)} x \]
for every \( x \in [0, 1] \). Thus \( d(x_n) = \overline{d}(x_n) > 0 \) implies u.d. of the block sequence \( X_n, n = 1, 2, \ldots \).

(v) If \( \overline{d}(x_n) > 0 \), then every \( g(x) \in G(X_n) \) is continuous on \( [0, 1] \).

(vi) If \( \overline{d}(x_n) > 0 \), then there exists \( g(x) \in G(X_n) \) such that \( g(x) \geq x \) for every \( x \in [0, 1] \), [45, Th. 6.2(ii)]. By [2, Th. 6]) every \( G(X_n) \) contains \( g(x) \geq x \).

(vii) If \( \overline{d}(x_n) > 0 \), then there exists \( g(x) \in G(X_n) \) such that \( g(x) \leq x \) for every \( x \in [0, 1] \).

(viii) Assume that \( G(X_n) \) is singleton, i.e., \( G(X_n) = \{ g(x) \} \). Then either \( g(x) = c_0(x) \) for \( x \in [0, 1] \); or \( g(x) = x^\lambda \) for some \( 0 < \lambda \leq 1 \) and \( x \in [0, 1] \). Moreover, if \( \overline{d}(x_n) > 0 \), then \( g(x) = x \).

(ix) \( \max_{g \in G(X_n)} \int_0^1 g(x) \, dx \geq \frac{1}{2} \).

(x) Assume that every d.f. \( g(x) \in G(X_n) \) has a constant value on the fixed interval \( (u, v) \subset [0, 1] \) (maybe different). If \( \overline{d}(x_n) > 0 \) then all d.f.’s in \( G(X_n) \) has infinitely many intervals with constant values.
There exists an increasing sequence \(x_n, n = 1, 2, \ldots\), of positive integers such that \(G(X_n) = \{h_\alpha(x); \alpha \in [0, 1]\}\), where \(h_\alpha(x) = \alpha, x \in (0, 1)\) is the constant d.f.

There exists an increasing sequence \(x_n, n = 1, 2, \ldots\), of positive integers such that \(c_1(x) \in G(X_n)\) but \(c_0(x) \notin G(X_n)\), where \(c_0(x)\) and \(c_1(x)\) are one-jump d.f.’s with the jump of height 1 at \(x = 0\) and \(x = 1\), respectively.

There exists an increasing sequence \(x_n, n = 1, 2, \ldots\), of positive integers such that \(G(X_n)\) is non-connected.

\(G(X_n) = \{x^\lambda\}\) if and only if \(\lim_{n \to \infty} (x_{k,n}/x_n) = k^{1/\lambda}\) for every \(k = 1, 2, \ldots\). Here as in (viii) we have \(0 < \lambda \leq 1\).

If \(d(x_n) > 0\), then all d.f.s \(g(x) \in G(X_n)\) are continuous, nonsingular and bounded by \(h_1(x) \leq g(x) \leq h_2(x)\), where

\[
h_1(x) = \begin{cases} \frac{x^d}{d} & \text{if } x \in \left[0, \frac{1-d}{1-d}\right], \\ \frac{d}{x-1} & \text{otherwise,} \end{cases} \quad h_2(x) = \min\left(\frac{x^d}{d}, 1\right).
\]

Furthermore, there exists \(x_n, n = 1, 2, \ldots\), such that \(h_2(x) \in G(X_n)\) and for every \(x_n\) we have \(h_1(x) \notin G(X_n)\), [2, Th. 7] and moreover

for a given fixed \(g(x) \in G(X_n)\) we have \(h_{1,g}(x) \leq g(x) \leq h_{2,g}(x)\), where

\[
h_{1,g}(x) = \begin{cases} x^g \frac{d}{d^g} & \text{if } x < y_0 = \frac{1-d}{1-d}, \\ x^g \frac{d}{d^g} + 1 - \frac{1}{d^g} & \text{if } y_0 \leq x \leq 1, \end{cases}
\]

and

\[
h_{2,g}(x) = \min\left(\frac{x^d}{d^g}, 1\right),
\]

where if \(\lim_{k \to \infty} F(X_{n_k}, x) = g(x)\), then \(d_g = \lim_{k \to \infty} \frac{n_k}{x_{n_k}}\) if exists.

Applying (xv) it is proved \([2]\):

**Theorem 32.** For every increasing sequence \(x_1 < x_2 < \ldots\) of positive integers with the lower and upper asymptotic densities \(0 < d \leq \bar{d}\) we have

\[
\frac{1}{2} \frac{d}{\bar{d}} \leq \lim \inf_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \frac{x_i}{x_n},
\]

and

\[
\lim \sup_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \frac{x_i}{x_n} \leq \frac{1}{2} + \frac{1}{2} \left(1 - \min(\sqrt{d}, \bar{d})\right) \left(1 - \frac{d}{\min(\sqrt{d}, \bar{d})}\right).
\]

Here the equations in (80) and (81) can be attained.
Example 23. O. Strauch and J.T. Tóth (2001): Put \( x_n = p_n \), the \( n \)th prime and denote
\[
X_n = \left( \frac{2}{p_n}, \frac{3}{p_n}, \ldots, \frac{p_n-1}{p_n}, \frac{p_n}{p_n} \right).
\]
The sequence of blocks \( X_n \) is u.d. and therefore the ratio sequence \( p_m/p_n, m = 1, 2, \ldots, n \), \( n = 1, 2, \ldots \) is u.d. in \([0, 1]\). This generalizes a result of A. Schinzel (cf. W. Sierpiński (1964, p. 155)). Note that from u.d. of \( X_n \) applying the \( L^2 \) discrepancy of \( X_n \) we get the following interesting limit
\[
\lim_{n \to \infty} \frac{1}{n^2 p_n} \sum_{i,j=1}^n |p_i - p_j| = \frac{1}{3}.
\]

The set \( G(X_n) \) can be complicated, see F. Filip, L. Mišík and J.T. Tóth [13]:

Example 24. Let \( a_k, n_k, k = 1, 2, \ldots \), \( x_n, n = 1, 2, \ldots \) be three increasing integer sequences and \( h_1 < h_2 \) be two positive integers. Assume that

(i) \( \frac{n_k}{n_{k+1}} \to 0 \) for \( k \to \infty \);
(ii) \( \frac{a_k}{n_{k+1}} \to 0 \) for \( k \to \infty \);
(iii) for odd \( k \) we have
\[
a_{h_2}^{h_2} \leq x_{n_k} = (a_{k-1} + n_k - n_{k-1})^{h_1} \leq (a_k + 1)^{h_2} \quad \text{and}
\]
\[
x_i = (a_k + i - n_k)^{h_2} \text{ for } n_k < i \leq n_{k+1};
\]
(iv) for even \( k \) we have
\[
a_{h_1}^{h_1} \leq x_{n_k} = (a_{k-1} + n_k - n_{k-1})^{h_2} \leq (a_k + 1)^{h_1} \quad \text{and}
\]
\[
x_i = (a_k + i - n_k)^{h_1} \text{ for } n_k < i \leq n_{k+1}.
\]
Then \( \frac{x_{n_k}}{n_k} \to 1 \) and the set \( G(X_n) \) of all distribution functions of the sequence of blocks \( X_n \) is \( G(X_n) = G_1 \cup G_2 \cup G_3 \cup G_4 \), where
\[G_1 = \left\{ x^{\frac{1}{h_2}} \cdot t; t \in [0, 1] \right\},\]
\[G_2 = \left\{ x^{\frac{1}{h_2}} (1 - t) + t; t \in [0, 1] \right\},\]
\[G_3 = \left\{ \max(0, x^{\frac{1}{h_1}} - (1 - x^{\frac{1}{h_2}})u); u \in [0, \infty) \right\} \quad \text{and}
\]
\[G_4 = \left\{ \min(1, x^{\frac{1}{h_1}} \cdot v); v \in [1, \infty) \right\}.
\]

In Unsolved Problems [42, 1.9] there are given many open questions on \( G(X_n) \), one from them: Characterize a nonempty set \( H \) of d.f.s for which there exists an increasing sequence of positive integers \( x_n \) such that \( G(X_n) = H \). In [2] is given the following partial result:

Theorem 33. Let \( H \) be a nonempty set of d.f.s defined on \([0, 1]\). Then there exists a positive integer sequence \( x_1 < x_2 < \ldots \) such that \( H \subset G(X_n) \).
SOME APPLICATIONS OF DISTRIBUTION FUNCTIONS OF SEQUENCES

3. Calculation methods of $G(x_n)$

3.1. Calculation of d.f.s by definition

We give a proof of Example 6 via definition of d.f.s.

**Example 25.** Starting with $x_n = \{\log \log n\}$ all the sequences $\{\log \log \ldots \log n\}$ have

$$G(x_n) = \{c_\alpha(x); \alpha \in [0, 1]\} \cup \{h_\alpha(x); \alpha \in [0, 1]\}.$$ 

**Proof.** For the first iterated logarithm we chose an index-sequence $N_k$ as

$$N_k = [e \exp(k + \alpha)],$$

Then we have $\lim_{k \to \infty} F_{N_k}(x) = c_\alpha(x).$ For $N_k = [\exp(\exp(k + \varepsilon_k)]$, where $\varepsilon_k \to 0$ such that $(\exp(\exp(k + \varepsilon_k)))/(\exp(k)) \to \beta$, we have $\lim_{k \to \infty} F_{N_k}(x) = h_\alpha(x),$ where $\alpha = (\beta - 1)/\beta.$

On the other hand, let $\lim_{n \to \infty} F_{N_n}(x) = g(x).$ Then $N_n = \exp(\exp(k_n + \varepsilon_n)),$ where $k_n = [\log \log N_n], \varepsilon_n = \{\log \log N_n\}.$, and the sequence $(\varepsilon_n)_{n=1}^\infty$ cannot have different limit points. □

Similarly, but complicated, it can be found:

**Example 26.** The set of all d.f.s of the two-dimensional sequence $$(\log n, \log \log n) \mod 1$$ has the form, see [43]:

$$G((\log n, \log \log n) \mod 1) = \{g_{u,v}(x,y); u \in [0, 1], v \in [0, 1]\}$$

$$\cup \{g_{u,0,j,\alpha}(x,y); u \in [0, 1], \alpha \in A, j = 1, 2, \ldots\}$$

$$\cup \{g_{u,0,0,\alpha}(x,y); u \in [\alpha, 1], \alpha \in A\},$$

(82)

where $A$ is the set of all limit points of the sequence $e^n \mod 1, n = 1, 2, \ldots,$ and, for $(x, y) \in [0, 1]^2$,

$$g_{u,v}(x,y) = g_u(x) \cdot c_v(y),$$

$$g_{u,0,j,\alpha}(x,y) = g_{u,0,j,\alpha}(x) \cdot c_0(y),$$

$$g_{u,0,0,\alpha}(x,y) = g_{u,0,0,\alpha}(x) \cdot c_0(y),$$

where

$$g_u(x) = \frac{e^{\min(x,u)} - 1}{e^u} + \frac{1}{e^u} \left(\frac{e^x - 1}{e - 1}\right),$$

15 The exact form of $A$ is a well-known open problem.
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\[ c_v(y) = \begin{cases} 
0 & \text{if } 0 \leq y \leq v, \\
1 & \text{if } v < y \leq 1,
\end{cases} \quad \text{and} \quad c_v(0) = 0, c_v(1) = 1, \]

\[ g_{u,0,j,\alpha}(x) = \frac{e^{\max(\alpha,j)} - e^\alpha}{e^j + u} + \frac{e^{\min(x,u)} - 1}{e^u} + \frac{1}{e^u} e^x - 1 \left( 1 - \frac{1}{e^{j-1}} \right), \]

\[ g_{u,0,0,\alpha}(x) = \frac{e^{\max(\min(x,u),\alpha)} - e^\alpha}{e^u}. \]

A proof via d.f.s. consider limits of

\[ F_N(x, y) = \frac{\# \{ 3 \leq n \leq N; (\{ \log n \}, \{ \log \log n \}) \in [0, x) \times [0, y) \} }{N}, \]

where

\[ K = [\log N], \quad J = [\log \log N], \quad N = \{1, 2, \ldots, N\}. \]

O. Strauch and O. Blažeková in [43] and R. Giuliano Antonini and O. Strauch in [15] generalized Example 26 and Koksma [19], [20, Kap. 8] (cf. [22, p. 58, Th. 7.7]) to the following Theorems 34, 35 and 36. Assume:

(I) \( f(x) \) be a real-valued function defined for \( x \geq 1 \) such that \( f(x) \) is strictly increasing with inverse function \( f^{-1}(x) \).

(II) \( \lim_{k \to \infty} \frac{f^{-1}(k+x) - f^{-1}(k)}{f^{-1}(k+1) - f^{-1}(k)} = \tilde{g}(x) \) for each \( x \in [0, 1] \), point of continuity of \( \tilde{g}(x) \);

(III) \( \lim_{k \to \infty} \frac{f^{-1}(k+u) - f^{-1}(k)}{f^{-1}(k)} = \psi(u) \) for each \( u \in [0, 1] \), point of continuity of \( \psi(u) \), or \( \psi(u) = \infty \) for \( u > 0 \);

(IV) \( \lim_{k \to \infty} f^{-1}(k + 1) - f^{-1}(k) = \infty. \)

For computing \( G(f(n) \mod 1) \) we have the following three theorems.

**Theorem 34.** If \( 1 < \psi(1) < \infty \) and \( f'(x) \to 0 \) as \( x \to \infty \), then

\[ G(f(n) \mod 1) = \left\{ g_u(x) = \frac{\min(\psi(x), \psi(u)) - 1}{\psi(u)} + \frac{1}{\psi(u)} \tilde{g}(x); u \in [0, 1] \right\}, \quad (84) \]

where

\[ \tilde{g}(x) = \frac{\psi(x) - 1}{\psi(1) - 1} \quad \text{and} \quad F_{N_i}(x) \to g_u(x) \quad \text{as} \quad i \to \infty \]

if and only if \( f(N_i) \mod 1 \to u. \)
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The lower d.f. \( g(x) \) and the upper d.f. \( \overline{g}(x) \) of \( f(n) \mod 1 \) are
\[
g(x) = \tilde{g}(x), \quad \overline{g}(x) = 1 - \frac{1}{\psi(x)} (1 - \tilde{g}(x)).
\]
Furthermore \( g(x) = g_0(x) = g_1(x) \) belongs to \( G(f(n) \mod 1) \) but \( \overline{g}(x) = g_x(x) \) does not.

**Theorem 35.** If \( \psi(1) = 1 \), then the sequence \( f(n) \mod 1, n = 1, 2, \ldots \) has a.d.f. \( \tilde{g}(x) \), i.e.,
\[
G(f(n) \mod 1) = \{\tilde{g}(x)\}.
\]

**Theorem 36.** Let \( \psi(u) = \infty \), for every \( u > 0 \) and for \( u = 0 \) the limit \( \psi(u) \) is
not defined in the way that for every \( t \in [0, \infty) \) there exists a sequence \( u(k) \to 0 \)
such that (i) \( \lim_{k \to \infty} \frac{f^{-1}(u(k))}{f^{-1}(0)} = t \). Then we have
\[
G(f(n) \mod 1) = \{c_u(x); u \in [0, 1]\} \cup \{h_\beta(x); \beta \in [0, 1]\},
\]
where \( F_{N_i} \to c_u(x) \) if and only if \( f(N_i) \mod 1 \to u \to 0 \) and \( F_{N_i} \to h_\beta(x) \) if and
only if \( f(N_i) \mod 1 \to 0 \) and \( \frac{f^{-1}(f(N_i)))}{N_i} \to 1 - \beta \).

In proofs of Theorems 34, 35 and 36 there are studied limits of step d.f. \( F_N(x) \) expressed as
\[
F_N(x) = \frac{\sum_{k=0}^{K-1} A_N([k, k + x])}{N} + \frac{A_N([K, K + x] \cap [K, K + w])}{N} + \frac{O(A_N([1, f^{-1}(0)]))}{N},
\]
where
\[
K = [f(N)], \quad w = \{f(N)\}, \quad A_N([x, y]) = \#\{n \leq N; f(n) \in [x, y]\}.
\]

**Example 27.** Applying Theorem 34 to the function \( f(x) = \log(x \log^{(i)} x) \),
where \( \log^{(i)} x \) is the \( i \)th iterated logarithm \( \log \ldots \log x \), we find
\[
G(\log(n \log^{(i)} n) \mod 1) = G(\log n \mod 1).
\]

**3.2. Connectivity of \( G(x_n) \)**

The connectivity of \( G(x_n) \) implies the following simple theorem: Define
- For the d.f. \( g \) the Graph(\( g \)) be the continuous curve formed by all the points \( (x, g(x)) \) for \( x \in [0, 1] \), and the all line segments connecting the points of discontinuity \( (x, \liminf_{x' \to x} g(x')) \) and \( (x, \limsup_{x' \to x} g(x')) \).
- Denote \( \underline{g}_H(x) = \inf_{g \in H} g(x) \) and \( \overline{g}_H(x) = \sup_{g \in H} g(x) \).
Theorem 37 ([37]). Let \( H \) be a non–empty, closed, and connected set of d.f.s. Assume that for every \( g \in H \) there exists a point \((x, y) \in \text{Graph}(g)\) such that \((x, y) \notin \text{Graph}(\tilde{g})\) for any \( \tilde{g} \in H \) with \( \tilde{g} \neq g \). If

(i) \( \underline{g} = \underline{g}_H \) and \( \overline{g} = \overline{g}_H \) for the lower d.f. \( \underline{g} \) and the upper d.f. \( \overline{g} \) of the sequence \( x_n \in [0, 1) \), and

(ii) \( G(x_n) \subset H \),

then \( G(x_n) = H \).

To prove \( G(x_n) \subset H \) it can be used:

Theorem 38. Let \( F(x, y) \) be a real continuous function defined on \([0, 1]^2\) and \( G(F) \) is the set of all d.f. \( g(x) \) which satisfy \( \int_0^1 \int_0^1 F(x, y) \, dg(x) \, dg(y) = 0 \). Then for every sequence \( x_n \in [0, 1) \) we have

\[
G(x_n) \subset G(F) \iff \lim_{N \to \infty} \frac{1}{N^2} \sum_{m, n=1}^{N} F(x_m, x_n) = 0. \tag{87}
\]

Proof. Using the definition of the Riemann-Stieltjes integral, we have

\[
\int_0^1 \int_0^1 F(x, y) \, dF_N(x) \, dF_N(y) = \frac{1}{N^2} \sum_{m, n=1}^{N} F(x_m, x_n).
\]

Suppose that \( \lim_{k \to \infty} F_{N_k}(x) = g(x) \) for all continuity points \( x \) of \( g \). Then, applying the Helly-Bray lemma, we find

\[
\int_0^1 \int_0^1 F(x, y) \, dF_{N_k}(x) \, dF_{N_k}(y) = \int_0^1 \int_0^1 F(x, y) \, dg(x) \, dg(y),
\]

and the implication \( \iff \) in (87) follows immediately.

In order to show the implication \( \implies \), assume

\[
\lim_{k \to \infty} \frac{1}{N_k^2} \sum_{m, n=1}^{N_k} F(x_m, x_n) = \beta > 0.
\]

By the Helly selection principle there exists a subsequence \( N'_k \) of \( N_k \) such that

\[
\lim_{k \to \infty} F_{N'_k}(x) = g(x) \in G(x_n).
\]

Again, by the Helly-Bray theorem we find \( \int_0^1 \int_0^1 F(x, y) \, dg(x) \, dg(y) = \beta \).

We conclude \( g \notin G(F) \). \( \square \)
Some Applications of Distribution Functions of Sequences

Theorem 37 implies:

- Let $g_1 \neq g_2$ be two d.f.s. Denote

$$F_{g_2}(x, y) = \int_0^x g_2(t)dt + \int_0^y g_2(t)dt - \max(x, y) + \int_0^1 (1 - g_2(t))^2dt,$$

$$F_{g_1, g_2}(x) = \int_0^x (g_2(t) - g_1(t))dt - \int_0^1 (1 - g_2(t))(g_2(t) - g_1(t))dt,$$

$$F_{g_1, g_2}(x, y) = F_{g_2}(x, y) - F_{g_1, g_2}(x)F_{g_1, g_2}(y). \int_0^1 (g_2(t) - g_1(t))^2dt.$$

**Theorem 39.** For given sequence $x_n \in [0, 1)$ we have

$$G(x_n) = \{tg_1(x) + (1 - t)g_2(x); t \in [0, 1]\}$$

if and only if

- (i) $\lim_{N \to \infty} \frac{1}{N} \sum_{m,n=1}^N F_{g_1, g_2}(x_m, x_n) = 0$,
- (ii) $\liminf_{N \to \infty} \frac{1}{N} \sum_{n=1}^N F_{g_1, g_2}(x_n) = 0$,
- (iii) $\limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^N F_{g_1, g_2}(x_n) = 1$.

**Example 28.** Put

$$F_1(x, y) = 1 - \max(x, y) - \frac{3}{4}(1 - x^2)(1 - y^2),$$

$$F_2(x, y) = \frac{x + y}{2} - \max(x, y) + \frac{1}{4} - 3(x - x^2)(y - y^2),$$

$$F_3(x, y) = 1 - \max(x, y),$$

$$F_4(x, y) = \frac{x + y}{2} - \max(x, y) + \frac{1}{4},$$

and

$$H_1 = \{tx + (1 - t)c_1(x); t \in [0, 1]\}, \quad \text{and} \quad H_2 = \{tx + (1 - t)h_{1/2}(x); t \in [0, 1]\}.$$
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Then $G(x_n) = H_1 \cup H_2$ for a sequence $x_n$ in $[0, 1)$ if and only if

(i) $\lim_{N \to \infty} \frac{1}{N^2} \sum_{m,n,k,l=1}^{N} F_1(x_m,x_n)F_2(x_k,x_l) = 0,$

(ii) $\liminf_{N \to \infty} \frac{1}{N^2} \sum_{m,n=1}^{N} F_3(x_m,x_n) = 0.$

(iii) $\liminf_{N \to \infty} \frac{1}{N^2} \sum_{m,n=1}^{N} F_4(x_m,x_n) = 0.$

Here $c_1(x)$ is the one–jump d.f. with jump at $x = 1$ and $h_{1/2}(x)$ is the d.f. taking constant value $1/2$.

3.2.1. The moment problem $\int_0^1 \int_0^1 F(x,y)dg(x)dg(y) = 0$

These investigation is motivated by Theorem 37. Again, for a given continuous $F : [0, 1]^2 \to \mathbb{R}$, let $G(F)$ denote the set of all distribution functions $g$ which solve the following moment problem $\int_0^1 \int_0^1 F(x,y)dg(x)dg(y) = 0$.

**Theorem 40 ([37]).** Let $F : [0, 1]^2 \to \mathbb{R}$ be a continuous and symmetric function. For every distribution functions $g(x), \tilde{g}(x)$ we have

$$\int_0^1 \int_0^1 F(x,y)dg(x)dg(y) = 0 \iff \int_0^1 \int_0^1 F(x,y)\tilde{g}(x)d\tilde{g}(y)$$

$$= \int_0^1 (g(x) - \tilde{g}(x)) \left(2dx F(x,1) - \int_0^1 (g(y) + \tilde{g}(y))dy F(x,y) \right).$$

(88)

**Example 29.** Putting $\tilde{g}(x) = c_0(x)$ in (88), we have

$$\int_0^1 \int_0^1 F(x,y)dg(x)dg(y) = 0 \iff$$

$$F(0,0) = \int_0^1 (g(x) - 1) \left(2dx F(x,1) - \int_0^1 (g(y) + 1)dy F(x,y) \right).$$

(89)

For $F(x,y) = F_0(x,y)$ we have

$$g(x) = x \iff \frac{1}{3} = \int_0^1 g(x)(2x - g(x))dx.$$

Here

$$F_0(x,y) = \frac{1}{3} + \frac{x^2 + y^2}{2} - \max(x, y)$$

$$= \frac{1}{3} + \frac{x^2 + y^2}{2} - \frac{x + y}{2} - \frac{|x - y|}{2}.$$
SOME APPLICATIONS OF DISTRIBUTION FUNCTIONS OF SEQUENCES

This function $F_0(x, y)$ is inspired by the classical $L^2$ discrepancy

$$
\int_0^1 (F_N(x) - x)^2 \, dx
$$

since

$$
\int_0^1 (F_N(x) - x)^2 \, dx = \frac{1}{N^2} \sum_{m,n=1}^{N} F_0(x_m, x_n).
$$

3.3. Computation $G(h(x_n, y_n))$ by $g(x, y) \in G((x_n, y_n))$

We describe a result for $h(x, y) = x + y \mod 1$.

**Theorem 41.** Let $x_n$ and $y_n$ be two sequences in $[0, 1)$ and $G((x_n, y_n))$ denote the set of all d.f.s of the two-dimensional sequence $(x_n, y_n)$. If

$$
z_n = x_n + y_n \mod 1,
$$

then the set $G(z_n)$ of all d.f.s of $z_n$ has the form

$$
G(z_n) = \left\{ g(t) = \int_{0 \leq x+y < t} 1 \, dg(x, y) + \int_{1 \leq x+y < 1+t} 1 \, dg(x, y); \ g(x, y) \in G((x_n, y_n)) \right\}
$$

assuming that all the used Riemann-Stieltjes integrals exist.

**Example 30.** Applying Theorem 41 to the $G((\log n, \log \log n) \mod 1)$ in Example 26 it can be found, for

$$
G(\log(n \log n) \mod 1) = \{ g_{u,v}(x); u \in [0, 1], v \in [0, 1] \},
$$

that

$$
g_{u,v}(x) = \begin{cases} 
g_u(1+x-v) - g_u(1-v) & \text{if } 0 \leq x \leq v, \\
g_u(x-v) + 1 - g_u(1-v) & \text{if } v < x \leq 1.
\end{cases}
$$

Directly by means of computation we see that

$$
g_{u,v}(x) = g_{w}(x), \quad \text{for } w = u + v \mod 1,
$$

defined in Example 1 and thus $G(\log(n \log n) \mod 1) = G(\log n \mod 1)$. The same holds by Example 27.

3.4. Solution of $(X_1, X_2, X_3) = \left( \int_0^1 g(x) \, dx, \int_0^1 xg(x) \, dx, \int_0^1 g^2(x) \, dx \right)$

See [39], [44, 2.2.21];
It is motivated by $L^2$ discrepancy criterion for $g$-distributed sequences: A sequence $x_n$ in $[0, 1]$ has a.d.f. $g(x)$ if and only if
\[
\lim_{N \to \infty} \left( 1 + \frac{1}{N} \sum_{n=1}^{N} x_n \right) = 0,
\]
or equivalently, if and only if
\[
(i) \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} x_n = \int_0^1 x \, dg(x),
(ii) \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \int_0^{x_n} g(t) \, dt = \int_0^1 \left( \int_0^x g(t) \, dt \right) \, dg(x),
(iii) \lim_{N \to \infty} \frac{1}{N^2} \sum_{m,n=1}^{N} |x_m - x_n| = \int_0^1 \int_0^1 |x - y| \, dg(x) \, dg(y).
\]
Since the left-hand side of (iii) contains $g(x)$ we shall instead it by the second moment and we solve
\[
(s_1, s_2, s_3) = \left( \int_0^1 x \, dg(x), \int_0^1 x^2 \, dg(x), \int_0^1 \int_0^1 |x - y| \, dg(x) \, dg(y) \right), \tag{90}
\]
where
\[
s_1 = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} x_n,
\]
\[
s_2 = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} x_n^2 \quad \text{and}
\]
\[
s_3 = \lim_{N \to \infty} \frac{1}{N^2} \sum_{m,n=1}^{N} |x_m - x_n|.
\]
Using $(s_1, s_2, s_3) = (1 - X_1, 1 - 2X_2, 2(X_1 - X_3))$ then (90) can be transform to
\[
(X_1, X_2, X_3) = \left( \int_0^1 g(x) \, dx, \int_0^1 xg(x) \, dx, \int_0^1 g^2(x) \, dx \right).
\]
Define, for every nondecreasing $g : [0, 1] \to [0, 1]$, the operator
\[
F(g) = \left( \int_0^1 g(x) \, dx, \int_0^1 xg(x) \, dx, \int_0^1 g^2(x) \, dx \right).
\]
For $F$, we introduce the body
\[
\Omega = \{ F(g); g [0, 1] \to [0, 1], g \text{ is nondecreasing} \},
\]
and $\partial \Omega$ denote the boundary of $\Omega$.

Let $g(u_1, v_1, u_2, v_2)$ denote the distribution function $h(x)$ defined by
\[
h(x) = \begin{cases} 
0 & \text{for } 0 \leq x \leq v_1, \\
u_2 - u_1 & \text{for } v_1 < x \leq v_2, \\
u_2 - u_1 & \text{for } v_2 < x \leq 1
\end{cases}
\]
and put $X = (X_1, X_2, X_3)$. O. Strauch [39] proved
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THEOREM 42. For the moment problem \( X = F(g) \), to have only a finite number of solutions in distribution functions \( g \) it is necessary and sufficient that \( X \in \partial \Omega \). We express the boundary \( \partial \Omega \) as
\[
\partial \Omega = \bigcup_{1 \leq i \leq 7} \Pi_i.
\]
In addition, for \( X \in \Pi_i \), \( i = 1, 2, \ldots, 6 \), the moment problem \( X = F(g) \) is uniquely solvable as \( g = g^{(i)} \), and for \( X \in \Pi_7 \) has precisely two solutions of types \( g^{(7)} \) and \( g^{(7^*)} \).

THEOREM 43. Let \( x_n, n = 1, 2, \ldots \) be a sequence in \([0, 1]\) with the limits
\[
X_1 = 1 - \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} x_n,
X_2 = \frac{1}{2} - \frac{1}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} x_n^2,
X_3 = 1 - \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} x_n - \frac{1}{2} \lim_{N \to \infty} \frac{1}{N^2} \sum_{m,n=1}^{N} |x_m - x_n|.
\]
If
\[
X = (X_1, X_2, X_3) \in \bigcup_{1 \leq i \leq 7} \Pi_i,
\]
then the sequence \( x_n \) has an a.d.f. Precisely, if
\[
X \in \Pi_i, \ i = 1, \ldots, 6,
\]
then \( x_n \) has a.d.f. \( g^{(i)} \), and if
\[
X \in \Pi_7,
\]
then \( x_n \) has a.d.f. either \( g^{(7)} \) or \( g^{(7^*)} \), depending on whether
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \int_{0}^{x_n} g^{(7)}(t)dt = X_1 - X_3 \quad \text{or} \quad \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \int_{0}^{x_n} g^{(7^*)}(t)dt = X_1 - X_3.
\]
Here
\[
\Pi_1 = \left\{ (X_1, X_2, X_3); \ X_2 = \frac{1}{2} - \frac{1}{2} (1 - X_1)^2 - \frac{3}{2} (X_1 - X_3)^2, \right. 
\left. \max\left(\frac{4}{3} X_1 - \frac{1}{3}, \frac{2}{3} X_1\right) \leq X_3 \leq X_1, \ 0 \leq X_1 \leq 1 \right\},
\]
\[
\Pi_2 = \left\{ (X_1, X_2, X_3); \ X_2 = \frac{1}{2} X_1 + \frac{1}{2} \sqrt{\frac{1}{3}(X_3 - X_1^2)}, \ X_1^2 \leq X_3 \leq \min\left(\frac{4}{3} X_1, \frac{4}{3} X_1^2 - \frac{2}{3} X_1 + \frac{1}{3}\right), \ 0 \leq X_1 \leq 1 \right\},
\]
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$$\Pi_3 = \left\{ (X_1, X_2, X_3); \quad X_2 = \frac{1}{2} - \frac{4}{9} \frac{(1 - X_1)^3}{(1 + X_3 - 2X_1)} \right\},$$

$$\Pi_4 = \left\{ (X_1, X_2, X_3); \quad X_2 = X_1 - \frac{4}{9} \frac{X_1^3}{1 - X_3}, \frac{4}{3} X_1^2 \leq X_3 \leq \frac{2}{3} X_1, 0 \leq X_1 \leq \frac{1}{2} \right\},$$

$$\Pi_5 = \left\{ (X_1, X_2, X_3); \quad X_2 = \frac{1}{2} - \frac{1}{2} \frac{(1 - X_1)^3}{(1 + X_3 - 2X_1)} \right\},$$

$$\Pi_6 = \left\{ (X_1, X_2, X_3); \quad X_2 = X_1 - \frac{1}{2} \frac{X_1^3}{X_3}, \frac{X_1^2}{X_3} \leq X_3 \leq X_1, \frac{1}{2} < X_1 \leq 1 \right\},$$

$$\Pi_7 = \left\{ \left( \frac{1}{2}, \frac{1}{2} - \frac{1}{16X_3}, X_3 \right); \quad \frac{1}{4} < X_3 < \frac{1}{2} \right\},$$

and

$$g^{(1)} = g(0, (1 - X_1) - 3(X_1 - X_3), 1, (1 - X_1) + 3(X_1 - X_3)),$$

$$g^{(2)} = g \left( X_1 - \sqrt{3(X_3 - X_1^2)}, 0, X_1 + \sqrt{3(X_3 - X_1^2)}, 1 \right),$$

$$g^{(3)} = g \left( 1 - \frac{3}{2} \frac{1 + X_3 - 2X_1}{1 - X_1}, 0, 1, \frac{4}{3} \frac{(1 - X_1)^2}{(1 + X_3 - 2X_1)} \right),$$

$$g^{(4)} = g \left( 0, 1 - \frac{4X_1^2}{3X_3}, \frac{3X_3}{2X_1}, 1 \right),$$

$$g^{(5)} = g \left( \frac{X_1 - X_3}{1 - X_1}, 0, \frac{X_1 - X_3}{1 - X_1}, \frac{(1 - X_1)^2}{1 + X_3 - 2X_1} \right),$$

$$g^{(6)} = g \left( \frac{X_3}{X_1}, 1 - \frac{X_1^2}{X_3}, \frac{X_3}{X_1}, 1 \right),$$

$$g^{(7)} = g \left( 1 - 2X_3, 0, 1 - 2X_3, \frac{1}{4X_3} \right),$$

$$g^{(7^*)} = g \left( 2X_3, 1 - \frac{1}{4X_3}, 2X_3, 1 \right).$$
THEOREM 3.1. Since the straight line $X_2 - X_3 = \frac{1}{12}$ is touched to the projection of $\Omega$ in $X_2 \times X_3$, then

$$\max_{g(x)-d.f.} \int_0^1 (x - g(x)) g(x) dx = \frac{1}{12}$$

and it is attained in $g(x) = \frac{x}{2}$.

**Example 3.2.** The points $(X_1, X_2, X_3)$ for $g(x) = c_\alpha(x)$ and $(X_1, X_2, X_3)$ for $g(x) = h_\alpha(x)$, $\alpha \in [0, 1]$, lie on the contour of $\Omega$ and for such $(X_1, X_2, X_3)$ the d.f. $g(x)$ is given uniquely. This implies

$$\int_0^1 x^2 dg(x) = \left( \int_0^1 x dg(x) \right)^2 \iff \exists_{\alpha \in [0, 1]} g(x) = c_\alpha(x),$$

$$\int_0^1 x^2 dg(x) = \int_0^1 x dg(x) \iff \exists_{\alpha \in [0, 1]} g(x) = h_\alpha(x),$$

$$(1 - \int_0^1 x dg(x)) \left( \int_0^1 x dg(x) \right) = \frac{1}{2} \int_0^1 \int_0^1 |x - y| dg(x) dg(y) \iff \exists_{\alpha \in [0, 1]} g(x) = h_\alpha(x)$$

and we also have

$$G(x_n) \subset \{ c_\alpha(x); \alpha \in [0, 1] \} \iff \lim_{N \to \infty} \left( \left( \frac{1}{N} \sum_{n=1}^N x_n \right)^2 - \frac{1}{N} \sum_{n=1}^N x_n^2 \right) = 0,$$

$$G(x_n) \subset \{ h_\alpha(x); \alpha \in [0, 1] \} \iff \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^N (x_n - x_n^2) = 0,$$

$$G(x_n) \subset \{ h_\alpha(x); \alpha \in [0, 1] \} \iff \lim_{N \to \infty} \left( \frac{1}{N} \sum_{n=1}^N x_n - \left( \frac{1}{N} \sum_{n=1}^N x_n \right)^2 \right. - \frac{1}{N^2} \sum_{m,n=1}^N |x_m - x_n| \right) = 0.$$

3.5. Mapping $x_n$ to $f(x_n)$

Let $f : [0, 1] \to [0, 1]$ be a function such that, for all $x \in [0, 1]$, $f^{-1}([0, x])$ can be expressed as a sum of finitely many pairwise disjoint subintervals $I_i(x)$ of $[0, 1]$ with endpoints $\alpha_i(x) \leq \beta_i(x)$. For any d.f. $g(x)$ we put

$$g(f(x)) = \sum_i g(\beta_i(x)) - g(\alpha_i(x)) = \int_{f^{-1}([0, x])} 1.dg(x).$$

$^{16}h_\alpha(x) = \alpha$ for $x \in (0, 1)$.  
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The mapping \( g \to g_f \) can be used for the studying \( G(x_n) \) by the following statement:

**Theorem 44.** Let \( x_n \mod 1 \) be a sequence having \( g(x) \) as a d.f. associated with the sequence of indices \( N_1, N_2, \ldots \). Suppose that any term \( x_n \mod 1 \) is repeated only finitely many times. Then the sequence \( f(\{x_n\}) \) has the d.f.s \( g_f(x) \) for the same \( N_1, N_2, \ldots \), and vice-versa any distribution function of \( f(\{x_n\}) \) has this form.

For example, Theorem 44 can be used to study the sequence \( \xi(3/2)^n \mod 1 \), \( n = 1, 2, \ldots \). Consider

\[
f(x) = 2x \mod 1, \quad \text{and} \quad h(x) = 3x \mod 1.
\]

In this case, for every \( x \in [0, 1] \), we have

\[
g_f(x) = g(f_1^{-1}(x)) + g(f_2^{-1}(x)) - g(1/2),
\]

\[
h(x) = g(h_1^{-1}(x)) + g(h_2^{-1}(x)) + g(h_3^{-1}(x)) - g(1/3) - g(2/3),
\]

with inverse functions

\[
f_1^{-1}(x) = x/2, \quad f_2^{-1}(x) = (x + 1)/2,
\]

and

\[
h_1^{-1}(x) = x/3, \quad h_2^{-1}(x) = (x + 1)/3, \quad h_3^{-1}(x) = (x + 2)/3.
\]

Pjateckiĭ-Šapiro [31], by means of the ergodic theory, proved that a necessary and sufficient condition that the sequence \( \xi q^n \mod 1 \) with integer \( q > 1 \) has a distribution function \( g(x) \) is that \( g_{\varphi}(x) = g(x) \) for all \( x \in [0, 1] \), where \( \varphi(x) = qx \mod 1 \). For \( \xi(3/2)^n \mod 1 \) we have the following similar necessity.

**Theorem 45.** Any distribution function \( g(x) \) of \( \xi(3/2)^n \mod 1 \) satisfies the functional equation \( g_f(x) = g_h(x) \) for all \( x \in [0, 1] \).

The above theorem yields to the following sets of uniqueness for distribution functions of \( \xi(3/2)^n \mod 1 \).

**Theorem 46.** Let \( g_1, g_2 \) be any two distribution functions satisfying \( g_{i_f}(x) = g_{i_h}(x) \) for \( i = 1, 2 \) and \( x \in [0, 1] \). Denote

\[
I_1 = [0, 1/3], \quad I_2 = [1/3, 2/3], \quad I_3 = [2/3, 1].
\]

If \( g_1(x) = g_2(x) \) for \( x \in I_i \cup I_j \), \( 1 \leq i \neq j \leq 3 \), then \( g_1(x) = g_2(x) \) for all \( x \in [0, 1] \).

Next we have an integral formula for testing \( g_f = g_h \). Denote

\[
F(x, y) = |\{2x\} - \{3y\}| + |\{2y\} - \{3x\}| - |\{2x\} - \{2y\}| - |\{3x\} - \{3y\}|.
\]
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**Theorem 47.** The continuous distribution function $g$ satisfies $g_f = g$ on $[0, 1]$ if and only if $\int_0^1 \int_0^1 F(x, y) dg(x) dg(y) = 0$.

The following theorem (see O. Strauch [40]) can be used for generating solutions of $g_f = g$.

**Theorem 48.** Let $g_1, g_2$ be two absolutely continuous distribution functions satisfying $g_{1h}(x) = g_{2f}(x)$ for $x \in [0, 1]$. Then the absolutely continuous distribution function $g(x)$ satisfies $g_f(x) = g_1(x)$ and $g_h(x) = g_2(x)$ for $x \in [0, 1]$ if and only if $g(x)$ has the form

$$g(x) = \begin{cases} 
\Psi(x), & \text{for } x \in [0, 1/6], \\
\Psi(1/6) + \Phi(x - 1/6), & \text{for } x \in [1/6, 2/6], \\
\Psi(1/6) + \Phi(1/6) + g_1(1/3) - \Psi(x - 2/6) + \Phi(x - 2/6) - g_1(2x - 1/3) + g_2(3x - 1), & \text{for } x \in [2/6, 3/6], \\
2\Phi(1/6) + g_1(1/3) - g_1(2/3) + g_2(1/2) - \Psi(x - 3/6) + g_1(2x - 1), & \text{for } x \in [3/6, 4/6], \\
-\Psi(1/6) + 2\Phi(1/6) + g_1(1/3) - g_1(2/3) + g_2(1/2) - \Psi(x - 4/6) + g_1(2x - 1), & \text{for } x \in [4/6, 5/6], \\
-\Psi(1/6) + \Phi(1/6) + g_1(1/3) - \Psi(x - 5/6) - \Phi(x - 5/6) - g_1(2x - 5/3) + g_2(3x - 2), & \text{for } x \in [5/6, 1],
\end{cases}$$

where

$$\Psi(x) = \int_0^x \psi(t) dt, \quad \Phi(x) = \int_0^x \phi(t) dt, \text{ for } x \in [0, 1/6],$$

and $\psi(t), \phi(t)$ are Lebesgue integrable functions on $[0, 1/6]$ satisfying

(i) $0 \leq \psi(t) \leq 2g_1'(2t)$,
(ii) $0 \leq \phi(t) \leq 2g_1'(2t + 1/3)$,
(iii) $2g_1'(2t) - 3g_2'(3t + 1/2) \leq \psi(t) - \phi(t) \leq -2g_1'(2t + 1/3) + 3g_2'(3t)$,

for almost all $t \in [0, 1/6]$.

**Example 33.** The functions $c_0(x), c_1(x)$, a $x$ solve $g_f(x) = g_h(x)$ for all $x \in [0, 1]$. Putting $g_1(x) = g_2(x) = x$ in Theorem 48, the following solution
$g_3(x)$ of $g_f = g_h$ can be found:

\[
g_3(x) = \begin{cases} 
0 & \text{for } x \in [0, 2/6], \\
x - 1/3 & \text{for } x \in [2/6, 3/6], \\
2x - 5/6 & \text{for } x \in [3/6, 5/6], \\
x & \text{for } x \in [5/6, 1].
\end{cases}
\]

Taking $g_1(x) = g_2(x) = g_3(x)$, this $g_3(x)$ can be used as a starting point in Theorem 48 and we find

\[
g_4(x) = \begin{cases} 
0 & \text{for } x \in [0, 1/6], \\
2x - 1/3 & \text{for } x \in [1/6, 3/12], \\
4x - 5/6 & \text{for } x \in [3/12, 5/18], \\
2x - 5/18 & \text{for } x \in [5/18, 2/6], \\
7/18 & \text{for } x \in [2/6, 8/18], \\
x - 1/18 & \text{for } x \in [8/18, 3/6], \\
8/18 & \text{for } x \in [3/6, 7/9], \\
2x - 20/18 & \text{for } x \in [7/9, 5/6], \\
4x - 50/18 & \text{for } x \in [5/6, 11/12], \\
2x - 17/18 & \text{for } x \in [11/12, 17/18], \\
x & \text{for } x \in [17/18, 1],
\end{cases}
\]

see the following pictures

The study of d.f.s in $\mathcal{G}(\{\xi(3/2)^n\})$ is also motivated by K. Mahler’s (1968) conjecture: There is no $0 \neq \xi$ such that $0 \leq \{\xi(3/2)^n\} < 1/2$ for $n = 0, 1, 2, \ldots$. Mahler’s conjecture follows the conjecture: Let $g(x) \in \mathcal{G}(\{\xi(3/2)^n\})$ and $I \subset [0, 1]$. If $g(x) = \text{constant}$ for all $x \in I$, then the length $|I| < 1/2$. 
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ON THE DISTRIBUTION OF THE ARGUMENT OF THE RIEMANN ZETA-FUNCTION ON THE CRITICAL LINE

SELIN SLEN ÖZBEK—JÖRN STEUDING

Dedicated to Prof. H. Niederreiter on the occasion of his 70th birthday and to Prof. E. Wegert on the occasion of his 60th birthday

ABSTRACT. We investigate the distribution of the argument of the Riemann zeta-function on arithmetic progressions on the critical line. We prove uniform distribution modulo \( \frac{\pi}{2} \) and we show uniform distribution modulo \( \pi \) under certain restrictions. We also discuss continuous uniform distribution.

Communicated by Werner Georg Nowak

1. Introduction and statement of the main results

The Riemann zeta-function \( \zeta \) plays a prominent role in multiplicative number theory. One of the reasons is the link between its complex zeros and the distribution of prime numbers. The famous yet unsolved Riemann hypothesis states that all so-called nontrivial (non-real) zeros \( \rho = \beta + i\gamma \) lie on the critical line \( \frac{1}{2} + i\mathbb{R} \). There are infinitely many such zeros; namely, if \( N(T) \) counts there number with imaginary part \( \gamma \in (0, T) \) (according multiplicities), then the Riemann-von Mangoldt formula states

\[
N(T) = \frac{T}{2\pi} \log \frac{T}{2\pi e} + O(\log T),
\]

as \( T \) tends to infinity. The main term of this formula had been announced (without proof) by Riemann in 1859 in his path-breaking nine pages article [30]; an asymptotic formula had been proved by von Mangoldt, first with an error term of size \( O((\log T)^2) \) in [24], and in [25] finally with the error term given above.
The reasoning behind these formulae is the simple principle of the argument and rather subtle properties of the zeta-function; the most important ingredient is the functional equation

$$\zeta(s) = \Delta(s)\zeta(1 - s),$$

(2)

where

$$\Delta(s) = \pi^{s - \frac{1}{2}} \frac{\Gamma\left(\frac{1-s}{2}\right)}{\Gamma\left(\frac{s}{2}\right)},$$

and \(\Gamma\) denotes Euler’s gamma-function. This symmetry was conjectured by Euler and first proved by Riemann [30]; see also Titchmarsh’s monography [37]. By Stirling’s formula, the asymptotic growth of \(\Delta\) is for fixed real part given by

$$\Delta(\sigma + it) = \left(\frac{t}{2\pi}\right)^{\frac{1}{2} - \sigma - it} \exp\left(i\left(t + \frac{\pi}{4}\right)\right) \left(1 + O\left(t^{-1}\right)\right),$$

(3)

as \(t \to +\infty\). A proof of Stirling’s formula can be found in Rudin’s wonderful book [31], §8.22; details about its application to \(\Delta\) can be found in Titchmarsh [37], §7.4. It is essentially this asymptotical formula which yields the main term in (1). Backlund [2, 3] obtained the more precise expression

$$N(T) = \frac{T}{2\pi} \log \frac{T}{2\pi e} + \frac{7}{8} + S(T) + O(T^{-1}),$$

(4)

where

$$S(t) := \frac{1}{\pi} \arg \zeta\left(\frac{1}{2} + it\right)$$

is the argument of the zeta-function on the critical line. In view of the multi-valued complex logarithm one defines the value of the logarithm \(\log \zeta\) at \(\frac{1}{2} + it\) by continuous variation along the polygon with vertices \(2, 2 + it, \frac{1}{2} + it\), provided \(t\) is not equal to an ordinate of a nontrivial zero \(\beta + i\gamma\); otherwise, when \(t = \gamma\), we define \(S(\gamma)\) by

$$S(\gamma) = \frac{1}{2} \lim_{\epsilon \to 0} \left(S(\gamma + \epsilon) + S(\gamma - \epsilon)\right).$$

(5)

Notice that \(\zeta(2)\) is a positive real number (equal to \(\frac{\pi^2}{6}\) as Euler proved), hence \(\log \zeta(s)\) is the principal branch of the logarithm on the subinterval \((1, \infty)\) of the real axis; however, for complex \(\frac{1}{2} + it\) the argument might be very large. For example, Tsang [39] showed that \(S(t) = o\left(\left(\log t / \log \log t\right)^{\frac{1}{3}}\right)\) cannot be true.\(^1\)

---

\(^1\)Here the notation \(f = o(g)\) means that the limit \(\lim_{t \to \infty} f(t)/g(t)\) exists as \(t\) tends to infinity and is equal to zero.
On the contrary, we have \( S(t) = O(\log t) \) by von Mangoldt’s work [25] and, assuming the Riemann hypothesis, the slightly better \( S(t) = O(\log t / \log \log t) \) due to Littlewood [23] who also showed unconditionally that

\[
\int_0^T S(t) dt = O(\log T),
\]

which implies that \( S(t) \) oscillates heavily.

In view of (4) it follows that \( S(t) \) is continuous except for ordinates of non-trivial zeros, and that \( \pi S(t) \) jumps at each ordinate by an integer multiple of \( \pi \) (according to the multiplicity of the zero). It is conjectured that all (or at least almost all) zeta zeros are simple, so we shall expect that \( \pi S(t) \) jumps by \( \pm \pi \) at the ordinate of a zero (which is also reflected in Figure 2 below by the curve \( t \mapsto \zeta(\frac{1}{2} + it) \) passing through the origin).

Here we are concerned about the distribution of values of the argument of the zeta-function. Although a probabilistic limit law for the logarithm of the zeta-function had already been found by Bohr² & Jessen [5] there are several phenomena unclarified. In view of the beautiful phase plots for complex-valued functions in general and the zeta-function in particular provided by Wegert and Semmler [32, 41] (see Figure 1) it is an interesting question whether the values of the argument are uniformly distributed in some sense. Taking the Dirichlet series representation \( \zeta(s) = \sum_{n \geq 1} n^{-s} \), valid in the half-plane \( \Re s > 1 \), into account, \( \zeta(s) \) is almost periodic in \( \Re s > 1 \) which is visually supported by Figure 1 and further computations (which had also been the motivation for Steuding & Wegert [36]). Notice that Bohr [4] introduced the notation of almost-periodicity in order to investigate the Riemann zeta-function and Riemann’s hypothesis in particular.

In this note we shall investigate the discrete question of uniform distribution of the argument on arithmetic progressions on the critical line (although our results also provide information for the continuous case; see Corollary 4). Our main result is the following

**Theorem 1.** The argument of the Riemann zeta-function on an arbitrary infinite arithmetic progression on the critical line is uniformly distributed modulo \( \frac{\pi}{2} \).

For the sake of completeness we recall the definition of uniform distribution introduced by Weyl [42] in 1916. Let \( \mu \) be a positive real number. Then a sequence of real numbers \( x_n \) is said to be uniformly distributed modulo \( \mu \) if for all \( \alpha, \beta \)

²More precisely, it was Harald Bohr, the younger brother of the physicist and Nobel prize laureate Niels Bohr.
with $0 \leq \alpha < \beta \leq \mu$ the proportion of the fractional parts of the $x_n$ modulo $\mu$ in the interval $[\alpha, \beta)$ corresponds to its length in the following sense:

$$\lim_{N \to \infty} \frac{1}{N} \# \{1 \leq n \leq N : x_n \mod \mu \in [\alpha, \beta)\} = \frac{\beta - \alpha}{\mu}.$$ 

Here we define $x_n \mod \mu$ by

$$x_n \mod \mu := x_n - \left\lfloor \frac{x_n}{\mu} \right\rfloor \mu,$$  \hspace{1cm} (6)

where $[x]$ denotes the largest integer less than or equal to $x$. Weyl considered the case $\mu = 1$, however, for our purpose a modulus related to the geometry of the complex plane (i.e., a modulus $\mu$ such that $\frac{2\pi}{\mu}$ is a positive integer) is more natural.
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Unfortunately, Theorem 1 does not give information about uniform distribution modulo $\pi$ or $2\pi$; for these moduli our approach only allows us to prove conditional or rather non-explicit results.

**Theorem 2.** Let $\tau$ and $\delta$ be real numbers, $\delta$ positive. Assume that the number $m(N)$ of zeros of $\zeta(s)$ in the arithmetic progression $\frac{1}{2} + i(\tau + n\delta)$ with $n \in \mathbb{N}$ and $n \leq N$ satisfies
\[
m(N) = o(N)
\]
as $N \to \infty$. Then the argument of the Riemann zeta-function on the arithmetical progression $\frac{1}{2} + i(\tau + n\delta)$ with $n \in \mathbb{N}$ is uniformly distributed modulo $\pi$.

It is exactly the question about nontrivial zeros of the zeta-function in arithmetic progression which makes a difference for our approach. In 1954, Putnam [27, 28] showed that there is no infinite arithmetic progression of nontrivial zeros; a sharpened result due to van Frankenhuijsen [11] states that for a hypothetical arithmetic progression with $\zeta(\frac{1}{2} + in\delta) = 0$ for $1 \leq n < N$ and fixed positive real $\delta$ its length is bounded by $N < 13\delta$. Recently, Martin & Ng [26] and Li & Radziwiłł [22] gave quantitative bounds for the hypothetical number of nontrivial zeros in an arithmetic progression, however, their results are too weak to have any impact on our reasoning. Assuming the Riemann hypothesis in addition with Montgomery’s pair correlation conjecture Ford, Soundararajan & Zaharescu [10], have shown that the proportion of zeros in an arbitrary vertical arithmetic progression is indeed zero. Consequently, under this assumption (7) is fulfilled. Probably, one should not expect any zeros in vertical arithmetic progression (of length at least three). Another stronger conjecture about the zeros of $\zeta(s)$ due to Ingham [14] deals with linear independence over $\mathbb{Q}$: if the nontrivial zeros are denoted as $\beta + i\gamma$, it is widely believed that there are no rational linear relations for the imaginary parts $\gamma$ apart from the trivial ones (resulting from the fact that with $\beta + i\gamma$ also its complex conjugate $\beta - i\gamma$ is a zero). It is expected that the imaginary parts of the nontrivial zeros should not carry any arithmetical information but are distributed like random data (e.g., the eigenangles of the Gaussian Unitary Ensemble in Random Matrix Theory, see Keating Snaith [18]). In view of this difficulty with zeros in an arithmetic progression we shall also show

**Theorem 3.** For all pairs $(\tau, \delta) \in \mathbb{R} \times \mathbb{R}_{>0}$ except a possible at most countable set of exceptions, the argument of the Riemann zeta-function on the arithmetical progression $\frac{1}{2} + i(\tau + n\delta)$ with $n \in \mathbb{N}$ is uniformly distributed modulo $\pi$.

The article is organized as follows. We recall some basic facts from uniform distribution theory in the following section. In Section 3 we outline our method and prove Theorem 1. The proofs of Theorem 2 and 3 are given in Section 4.
as well as an application to the case of continuous distribution modulo $\pi$. In the final section we discuss related results.

2. Variations of Weyl’s criterion

Weyl’s celebrated criterion [42] states that a sequence of real numbers $x_n$ is uniformly distributed modulo one if, and only if, for all integers $m \neq 0$,

$$\lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq n \leq N} \exp(2\pi i mx_n) = 0.$$  

Since we investigate the argument of a complex-valued function it is natural to have moduli related to $\pi$, and by our approach (as will be explained in the beginning of the following section) we are forced to consider $\mu = \frac{\pi}{2}$ and $\mu = \pi$, respectively. We shall make use of the following variant of Weyl’s criterion: a sequence of real numbers $x_n$ is uniformly distributed modulo $\mu$ if, and only if, for all integers $m \neq 0$,

$$\sum_{n \leq N} \exp\left(\frac{2\pi}{\mu} imx_n\right) = o(N),$$  

as $N \to \infty$. For a proof of Weyl’s criterion in this form we refer to Weber’s monography [40], Theorem 1.6.3.

For technical reasons it is sometimes advantageous to get rid of the first elements of the sequence in question. This leads to an equivalent form of the above criterion where (8) is replaced by

$$\sum_{M < n \leq M + N} \exp\left(\frac{2\pi}{\mu} imx_n\right) = o(N),$$  

which has to hold for all sufficiently large $M$. The changed range of summation does not influence uniform distribution since this is a property of the infinite tail of a sequence and not of finitely many initial values.

Finally, we notice that in view of the Weyl criterion in whatever form we can omit a sufficiently small set of elements from our sequence. Namely, if $\mathcal{N} \cup \mathcal{M} = \mathbb{N}$ is a disjoint union with

$$\lim_{N \to \infty} \frac{1}{N} \#\left\{n \leq N : n \in \mathcal{M}\right\} = 0,$$

then $(x_n)_{n \in \mathbb{N}}$ is uniformly distributed modulo $\mu$ if, and only if, the subsequence $(x_n)_{n \in \mathcal{N}}$ is uniformly distributed modulo $\mu$. This follows immediately
from Weyl’s criterion and the trivial bound
\[
\sum_{n \leq N \atop n \in M} \exp \left( \frac{2\pi i m x_n}{\mu} \right) \ll \# \{ n \leq N : n \in M \} \ll \epsilon N
\]
for all positive \(\epsilon\) and sufficiently large \(N\).\(^3\) Such a set \(M\) will be called \emph{negligible}.

3. The main idea of our method and
the proof of Theorem 1

We want to study the distribution of the argument of the zeta-function on an
infinite vertical arithmetic progression:
\[
\zeta \left( \frac{1}{2} + it_n \right) \quad \text{with} \quad t_n := \tau + n\delta \quad \text{for} \quad n \in \mathbb{N}.
\]
Here and in the sequel \(\tau\) and \(\delta\) are arbitrary but fixed real numbers, \(\delta\) being
positiv. In view of (9) we put \(x_n = \arg \zeta \left( \frac{1}{2} + i(\tau + n\delta) \right) = \pi S(\tau + n\delta)\) and thus
have to study the exponential sum
\[
\Sigma_m(N) := \sum_{M < n \leq M+N} \exp \left( \frac{2\pi i m \arg \zeta \left( \frac{1}{2} + i(\tau + n\delta) \right)}{\mu} \right), \quad (10)
\]
where \(m\) is a non-zero integer and \(\mu\) equals either \(\pi\) or \(\frac{\pi}{2}\).

Firstly, we may assume that \(\zeta \left( \frac{1}{2} + it_n \right) \neq 0\). By the reflection principle,
\(\zeta(s) = \zeta(\overline{s})\), hence also \(\zeta \left( \frac{1}{2} - it_n \right)\) does not vanish. This implies
\[
\exp \left( 2mi \arg \zeta \left( \frac{1}{2} + it_n \right) \right) = \left( \frac{\zeta \left( \frac{1}{2} + it_n \right)}{\zeta \left( \frac{1}{2} - it_n \right)} \right)^m = \left( \frac{\zeta \left( \frac{1}{2} + it_n \right)}{\zeta \left( \frac{1}{2} - it_n \right)} \right)^m.
\]
Notice that the quantity on the right-hand side determines the argument
of the zeta-function only modulo \(2\pi\) (the period of the exponential function \(t \mapsto \exp(it)\)). Consequently, our reasoning is limited to positive real moduli \(\mu\)
for which \(\frac{2\pi}{\mu}\) is an integer. This gives for the corresponding exponential sum
in Weyl’s criterion (9)
\[
\Sigma_m(N) = \sum_{M < n \leq M+N} \left( \frac{\zeta \left( \frac{1}{2} + it_n \right)}{\zeta \left( \frac{1}{2} - it_n \right)} \right)^m. \quad (11)
\]
Now, using the functional equation (2), we get
\[
\Sigma_m(N) = \sum_{M < n \leq M+N} \Delta \left( \frac{1}{2} + it_n \right)^m, \quad (12)
\]
\[^3\text{Here we have used Vinogradov-notation } f \ll g \text{ which is equivalent to } f = O(g).\]
which is not too difficult to estimate (see (14) and its proof below). It will become clear soon that by this method the modulus $\mu = 2\pi$ is impossible to combine with odd $m$.

In view of the above simplification (12) one might be tempted to consider our results as easy consequences of the functional equation only. However, there is a certain obstacle, namely our assumption on the non-vanishing of the zeta-function on the arithmetic progression in question.

Now let $\mu = \frac{\pi}{2}$. If $\zeta(\frac{1}{2} + it_n) = 0$, i.e., $t_n = \gamma$ is an ordinate of a nontrivial zero, then the argument of the zeta-function is in view of (5) given by

$$\pi S(\gamma) = \frac{\pi}{2} \lim_{\epsilon \to 0} (S(\gamma + \epsilon) + S(\gamma - \epsilon))$$

(and it is this definition which appears the reason for our restriction to $\mu = \frac{\pi}{2}$ in Theorem 1). In this case the values $S(\gamma \pm \epsilon)$ differ by an integer (as follows from (4) and had already been explained in the introductory section). Thus, for every sufficiently small $\epsilon$,

$$\lim_{\epsilon \to 0} \pi S(\gamma + \epsilon) \equiv \lim_{\epsilon \to 0} \pi S(\gamma - \epsilon) \mod \pi,$$

respectively,

$$\pi S(\gamma) = \frac{1}{2} \lim_{\epsilon \to 0} (2\pi S(\gamma - \epsilon) + \pi k)$$

for some integer $k$. Hence, we obtain

$$\exp\left(4mi \arg \zeta \left(\frac{1}{2} + i\gamma\right)\right) = \exp\left(4m \lim_{\epsilon \to 0} \pi S(\gamma - \epsilon)\right) \exp (4mi \frac{\pi k}{2})$$

$$= \lim_{\epsilon \to 0} \exp\left(4mi \arg \zeta \left(\frac{1}{2} + i(\gamma - \epsilon)\right)\right)$$

$$= \lim_{\epsilon \to 0} \Delta \left(\frac{1}{2} + i(\gamma - \epsilon)\right)^{2m}$$

by the reasoning from above. Since the limit on the right-hand side exists, we get

$$\exp\left(4mi \arg \zeta \left(\frac{1}{2} + i\gamma\right)\right) = \Delta \left(\frac{1}{2} + i\gamma\right)^{2m}.$$ 

Consequently, for the modulus $\mu = \frac{\pi}{2}$ it does not matter whether $\frac{1}{2} + it_n$ is a zero of the zeta-function or not (since $\pi S(t)$ is continuous modulo $\frac{\pi}{2}$). Notice that the above reasoning fails for $\mu = \pi$ because in this case our reasoning would lead to $\exp(2mi \arg \zeta(\frac{1}{2} + i\gamma)) = \pm \Delta \left(\frac{1}{2} + i\gamma\right)^{m}$ without control of the sign $\pm$.

In view of (12) we arrive at

$$\Sigma_m(N) = \sum_{M < n \leq M + N} \Delta \left(\frac{1}{2} + it_n\right)^{2m}.$$ 
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Taking (3) into account this expression can be simplified to

\[ \Sigma_m(N) = \left( \exp\left( \frac{2m}{2} i \right) + O\left( M^{-|2m|} \right) \right) \sum_{M < n \leq M+N} \left( \frac{2\pi e}{t_n} \right)^{2mi\tau_n}. \]  

(13)

Next we apply van der Corput’s method \[7\] for estimating the appearing exponential sum. For this aim we shall make use of Lemma 8.12 from Iwaniec & Kowalski’s monography \[15\]: let \( b - a \geq 1 \), let \( f \) be a twice differentiable real-valued function on \([a,b]\) with \( f''(x) \geq \Lambda > 0 \) on \([a,b]\). Then

\[ \sum_{a < n < b} \exp(2i\pi f(n)) \ll (f'(b) - f'(a) + 1)\Lambda^{-\frac{1}{2}}, \]

where the implicit constant is absolute. Of course, the statement of this lemma is also true if \( f''(x) \leq -\Lambda < 0 \) on \([a,b]\) (as follows by complex conjugation); in this case we only have to change the upper bound to

\[ (f'(a) - f'(b) + 1)\Lambda^{-\frac{1}{2}}. \]

In view of (13) we consider

\[ f(x) = -\frac{m}{\pi} (\tau + x\delta) \log \frac{\tau + x\delta}{2\pi e} \]

with

\[ f'(x) = \frac{m\delta}{\pi} \log \frac{\tau + x\delta}{2\pi} \quad \text{and} \quad f''(x) = -\frac{m\delta^2}{\pi(\tau + x\delta)}. \]

Applying the lemma with \( a = M \), \( b = M + N \) and \( \Lambda \) of approximate size \( N^{-1} \) leads to

\[ \Sigma_m(N) \ll N^{\frac{1}{2}} \log N, \]

where the implicit constant may depend on \( \tau, \delta \) and \( m \). In view of (9) this estimate is suitable and the theorem is proved. Notice that we do not attempt to prove sharper bounds here.

4. Proof of Theorem 2 and 3 and an application to continuous uniform distribution

First we prove Theorem 2. In view of (7) the set of elements \( \frac{1}{2} + it_n \) of our arithmetic progression which leads to zeros of the zeta-function is (according to our remark in Section 2) negligible with respect to uniform distribution modulo \( \pi \). Hence, we may assume that \( \zeta\left(\frac{1}{2} + it_n\right) \) does not vanish for any positive integer \( n \). Since \( \arg \zeta\left(\frac{1}{2} + it\right) = \pi S(t) \) makes jumps at the ordinates which are integer
multiples of \( \pi \), we obtain by the same reasoning as in the previous proof applied to \( f(x) = -\frac{2}{2\pi}(\tau + x\delta) \log \frac{x+\delta}{2\pi} \) uniform distribution modulo \( \pi \).

The proof of Theorem 3 is just an application of Cantor’s notions of countability and uncountability. Since the set of nontrivial zeros is countable and the set of \((\tau, \delta) \in \mathbb{R} \times \mathbb{R}_{>0}\) is not, for almost all pairs of \( \tau \) and \( \delta \) (in the sense of Lebesgue measure) the corresponding arithmetic progression \( \frac{1}{2} + i(\tau + n\delta) \) will avoid nontrivial zeros. Consequently, the statement follows by the same reasoning as in the previous proofs. Of course, the statement of the theorem also holds with either fixed \( \delta = 1 \) or fixed \( \tau = 0 \).

In view of the just proven theorem one can hardly expect that the continuous version of uniform distribution differs from the discrete one. To be more precise, since the argument \( \pi S(t_n) \) of the zeta-function on almost all vertical arithmetic progressions \( t_n \) on the critical line is uniformly distributed modulo \( \pi \), the values \( \pi S(t) \) modulo \( \pi \) have to be equidistributed as well as \( t \) ranges continuously through \( \mathbb{R} \). In order to prove that we start with a standard notion. A real-valued Lebesgue integrable function \( f \) defined on \((0, \infty)\) is said to be continuously uniformly distributed modulo \( \mu \) if for all \( 0 \leq \alpha < \beta \leq \mu \) the following limit exists and satisfies

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T 1_{[\alpha, \beta]}(\{f(t)\}) dt = \frac{\beta - \alpha}{\mu},
\]

where \( 1_{[\alpha, \beta]}(f) \) is the characteristic function of the interval \([\alpha, \beta]\) (being equal to 1 if \( f \in [\alpha, \beta] \) and zero otherwise) and \( \{f\} \) denotes the fractional part modulo \( \mu \) defined analogously to (6). This is a straightforward generalization of the corresponding definition of continuous uniform distribution modulo one which can be found, for instance, in the monograph of Kuipers & Niederreiter [19]. Moreover, their Theorem 9.6 states that a real-valued Lebesgue integrable function \( f \) is continuously uniformly distributed modulo one if the sequence of real numbers \( x_n = f(\tau + n) \) with \( n = 1, 2, \ldots \) is uniformly distributed modulo one for almost all \( \tau \); the proof follows from the continuous version of Weyl’s criterion and incorporating the information about the discrete uniform distribution in form of approximating exponential sums. We leave it to the reader to extend this result to the situation of (continuous) uniform distribution modulo \( \mu \) and just mention that in combination with Theorem 3 this reasoning leads to

**Corollary 4.** The values of the argument of the zeta-function on the critical line are continuously uniformly distributed modulo \( \pi \).

A straightforward proof of this result (without the detour via discrete uniform distribution) would follow from the continuous Weyl criterion (which can be found in Kuipers & Niederreiter [19] as well as already in Weyl’s original paper [42]).
5. Concluding remarks

Shanks [33] conjectured that the curve $C : t \mapsto \zeta(\frac{1}{2} + it)$ approaches the origin most of the times from the third or fourth quadrant, i.e., $\zeta'(\frac{1}{2} + i\gamma)$ is positive real in the mean. This was proved by Fujii [12] and Trudgian [38]. In this sense, Figure 2 (as well as Figure 3 below) provides a good idea about the distribution of the values of the zeta-function on the critical line. In the papers of Kalpokas & Steuding [16] and Kalpokas, Korolev & Steuding [17] the value-distribution of the

![Figure 2](image)

**Figure 2.** The figure shows the graph of the curve $t \mapsto \zeta(\frac{1}{2} + it)$ in the complex plane for the range $0 \leq t \leq 60$ with 13 simple zeros. The values of $\zeta(s)$ on the arithmetic progression $s = \frac{1}{2} + in$ for $n = 1, 2, \ldots, 60$ are marked as red points; the values for $n = 14, 21, 25, 33, 41, 48$ and 53 are very close to the origin (and the corresponding $\frac{1}{2} + in$ near to nontrivial zeros). In the eight octants we count in sequence 18, 7, 3, 0, 1, 3, 10, 18 starting with the sector in the first quadrant bounded by the positive real axis and continuing counterclockwise. The data matches the statements of the theorems. The graphic resembles a similar one due to Shanks [33]. We do not provide any data about these computations here since nowadays — different to the time of Shanks, Haselgrove and others—it is easy to reproduce the data by modern computer algebra packages.
Figure 3. The curve $t \mapsto \zeta \left( \frac{1}{2} + it \right)$ for $t \in [0, 100]$ in addition with the circle of the mean-values and the bisecting line of the first and third quadrant ($\phi = \frac{\pi}{4}$); here the mean-value is $\frac{1}{2}(1 + i)$ which is the intersection point (different from the origin) of the circle with the bisecting line. A different approach is due to Arias de Reyna, Brent & van der Lune [1].

The curve $\mathcal{C}$ was investigated in detail. Their results explain why “the real part of $\zeta$ has a strong tendency to be positive” as observed by, for example, Edwards in his monography [8] (page 121), as well as the almost symmetry of $\mathcal{C}$ with respect to the real axis. In particular, they have shown that the mean value of the intersection points of the curve $t \mapsto \zeta \left( \frac{1}{2} + it \right)$ with an arbitrary straight line $\exp(i\phi)$ with $\phi \in [0, \pi)$ exists and is equal to $2\exp(i\phi)\cos \phi = 1 + \exp(i\phi)$ (see Figure 3).\footnote{Moreover, they showed that the zeta-function on the critical line assumes arbitrarily large positive real values and arbitrarily large negative values (what figures like Figure 2, 4 and 5 cannot show).}
Notice that the circle built from these mean values, i.e., $1 + \exp(i\phi)$ for $0 \leq \phi < \pi$, reflects the typical shape of the curve made from the zeta-values $\zeta(\frac{1}{2} + it)$ as $t$ ranges through some fixed interval, and taking this circle as a model for the value-distribution of the zeta-function, we observe uniform distribution modulo $\pi$ for a generic arithmetic progression.\(^5\)

**Figure 4.** These are phase plots from [36] showing $\zeta(s)$ along the critical strip.

In Steuding & Wegert [36] it is written that “visual inspection of the phase plot of $\zeta$ in the critical strip almost immediately reveals a surprising ‘stochastic periodicity’ of the phase $\psi = \zeta/|\zeta|$. (...) The eye-catching yellow diagonal stripes led us to the conjecture that the phase plot of zeta in the critical strip has sort of stochastic period, and some heuristic arguments suggest that its length equals $2\pi/\log 2$.“ According to this observation the authors proved for fixed $s \in \mathbb{C}\{1\}$ with $\Re s \in (0, 1]$, and $d = \frac{2\pi}{\log \ell}$ with $2 \leq \ell \in \mathbb{N}$,

$$\frac{1}{N} \sum_{0 \leq n < N} \zeta(s + \text{ind}) = (1 - \ell^{-s})^{-1} + O(N^{-\Re s \log N}) , \quad \text{as } N \to \infty.$$

It is worth to notice that the main term equals the factor for a prime number $\ell$ in the Euler product representation of the zeta-function $\zeta(s) = \prod_{\ell} (1 - \ell^{-s})^{-1}$, valid for $\Re s > 1$. This factor on its own obeys a uniform distribution law modulo $2\pi$ with any arithmetic progression $t_n = \tau + \delta n$ for which $\delta \log \ell \not\in 2\pi \mathbb{Q}$. Nevertheless, for a generic progression $t_n = \tau + n \frac{2\pi}{\log \ell}$ we have uniform distribution modulo $\pi$ by Theorem 3 (and Figure 5 provides and illustration).

\(^5\)Something similar can be deduced for the characteristic polynomials to random matrices from certain unitary matrix ensembles which are often used to model the value-distribution of $\zeta(\frac{1}{2} + it)$, see Keating & Snaith [18].
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Figure 5. The figure shows the graph of the curve \( t \mapsto \zeta(\tfrac{1}{2} + it) \) in the complex plane for the range \( 1955 \leq t \leq 2865 \). The values of \( \zeta(s) \) on the arithmetic progression \( s = \tfrac{1}{2} + i(1955 + n\frac{2\pi}{\log 2}) \) for \( n = 1, 2, \ldots, 100 \) are marked as red points. Notice that the range up to 2865 is according to the one hundred points: \( 1955 + 100 \cdot \frac{2\pi}{\log 2} < 2865 < 1955 + 101 \cdot \frac{2\pi}{\log 2} \).

The distributions in the four quadrants is 44, 15, 6, 35, matching the uniform distribution modulo \( \pi \) very well; in the octants, however, we count 18, 26, 12, 3, 1, 5, 12, 23 (in the same sequence as before) which shows some deviation. It is an interesting phenomenon that the values taken on this arithmetic progression are *comparably small.*

In view of the graphics and mean-value theorems mentioned above (as, e.g., in [16, 36]) one might be tempted to conjecture that the values of the argument of the zeta-function on an arithmetic progression on the critical line are not uniformly distributed modulo \( 2\pi \). Actually, we are uncertain about the critical line but expect this to hold for vertical lines to the right. It is easy to show that

\[
\text{Re} \, \zeta(\sigma + it) > 2 - \zeta(\sigma) \quad \text{for} \quad \sigma > 1
\]

and

\[
2 > \zeta(\sigma) \quad \text{for} \quad \sigma > 1.72865.
\]
Hence, the argument of \( \zeta(s) \) for fixed \( \text{Re } s \) and varying \( \text{Im } s \) is definitely not uniformly distributed modulo \( 2\pi \). It might be interesting to notice that, building on computer experiments, Arias de Reyna, Brent & van der Lune [1] write that it is plausible that

\[
\lim_{T \to \infty} \frac{1}{T} \lambda \left( \{ t \in [0, T) : \text{Re } \zeta \left( \frac{1}{2} + it \right) < 0 \} \right) = \frac{1}{2},
\]

where \( \lambda \) denotes the Lebesgue measure. Unfortunately, their reasoning is limited to vertical lines to the right of the critical line. (See Figure 6 below for an illustration of this question with respect to an arithmetic progression.)

![Figure 6. The points \( \zeta \left( \frac{1}{2} + in \frac{2k\pi}{\log 2} \right) \) for \( n = 10^{15} + 1, \ldots, 10^{15} + 1000 \) (without the curve). By this sample one could imagine uniform distribution modulo \( 2\pi \).](image)

We conclude with a historical detail. The first to investigate uniform distribution in the context of the zeta-function was Rademacher [29] in 1956 who proved that the ordinates of the nontrivial zeros of the zeta-function are uniformly distributed modulo one provided that the Riemann hypothesis is true;
later Elliott [9] remarked that the latter condition can be removed, and (independently) Hlawka [13] obtained the following unconditional theorem: for any real number $\alpha \neq 0$ the sequence $\alpha \gamma$, where $\gamma$ ranges through the set of positive ordinates of the nontrivial zeros of $\zeta(s)$ in ascending order, is uniformly distributed modulo one. In particular, the ordinates of the nontrivial zeros of the zeta-function are uniformly distributed modulo one. In [34] the second author proved that the same holds true for the ordinates of the roots of the equation

$$\zeta(s) = a,$$

where $a$ is an arbitrary fixed complex number. These so-called $a$-points had been under consideration ever since Landau’s work [20, 6]. As a matter of fact, one distinguishes between trivial and nontrivial $a$-points, and indeed the trivial ones are similarly distributed as the trivial zeros of $\zeta(s)$ as $s = -2n$, $n \in \mathbb{N}$. Also the distribution of the nontrivial $a$-points shares some patterns with the nontrivial zeros. If $N_a(T)$ denotes the number of nontrivial $a$-points with imaginary part $\gamma_a$ satisfying $0 < \gamma_a \leq T$ (counted according multiplicities), then pretty similar to (1) one has

$$N_a(T) = \frac{T}{2\pi} \log \frac{T}{2\pi e c_a} + O(\log T), \quad \text{as } T \to \infty,$$

where

$c_a = 1$ if $a \neq 1$, and $c_1 = 2$.

One observes that the main term is independent of $a$ (which is not too surprising having Nevanlinna’s value distribution theory in mind). Moreover, Landau proved that almost all $a$-points are clustered around the critical line provided the Riemann hypothesis is true, and later Levinson [21] showed that this holds unconditionally. More details can be found in Steuding [35].
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