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ABSTRACT. It was proved by Jang et al. that various chains of one-parameter distributions converge to Benford’s law. We study chains of truncated distributions and propose another approach, using a recent convergence result of the Lerch transcendent function, to proving that they converge to Benford’s law for initial Beta distributions with parameters \(\alpha\) and 1.
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1. Introduction

Since its discovery many decades ago, it has been widely observed that the first digit of a large naturally occurring data set, e.g. time between earthquakes, is distributed according to the Benford’s law \[\text{log}_{10}\left(\frac{d+1}{d}\right)\], i.e. the probability of the first digit in base-10 representation being \(d\) is \(\text{log}_{10}\left(\frac{d+1}{d}\right)\). Theoretically, the first digit of a random variable, as a model for a data set, can be far from Benford’s law. However, supported by broad empirical evidences, it is generally believed that “more randomness” tends to bring the first digit distribution closer to Benford’s law. A simple way to increase the degree of randomness of a parametrically distributed random variable is to randomly pick a value of the parameter according
to another parametric distribution. Alex E. Kossovsky [4] conjectured that if the process is repeated iteratively, the first digit distributions of the resulted chain of distributions should converge to the Benford distribution.

If the randomly (and iteratively) chosen parameter shrinks the support of the distribution, the resulted chain is called a chain of truncated distributions. An evident real-world example is the remaining credit of a credit card. Chains of truncated distributions can also be viewed as the first step in the further study of chains of distributions where each iteration might be truncating or appending. A potential application is to explain first digit behavior of bank account balances resulting from a series of withdrawals and deposits.

In 2009, Jang, Kang, Kruckman, Kudo, and Miller [3] confirmed the conjecture for chains of one-parameter distributions satisfying two conditions. The main condition is a natural compatibility condition among distributions and the second condition is a technical assumption. For examples, chains of exponential (respectively, uniform $(0,b)$) distributions, whose parameters are randomly drawn from a previous exponential (respectively, uniform $(0,b)$) distribution, were shown to have first digit distributions converging to Benford’s law. Though the first compatibility condition in [3] is natural and straightforward to verify, the second technical condition is quite difficult to check and it is unclear whether it holds for certain chains of truncated distributions. The second condition is needed in proving the convergence to Benford’s law. But for chains of uniform and exponential distributions, the condition can be replaced by convergence of some related special functions.

In this manuscript, we give a precise proof that chains of truncated Beta distributions as defined in Section 2 converge to Benford’s law. For the most part, the proof is quite straightforward while the convergence part is proved via a recent convergence result on Lerch transcendent [5]. This stresses the relationship between convergence to Benford’s law and convergence of certain special functions. An advantage of this approach is that, having been studied for centuries, a myriad of special functions with known asymptotic behaviors might lead to more results on convergence of chains of (truncated) distributions.

2. Main result

Loosely speaking, an infinite sequence of distributions $\{F_n\}_{n=0}^{\infty}$ is called a chain of truncated distributions if, for each $n = 0, 1, 2, \ldots$, $F_{n+1}$ is the distribution of an $F_n$-truncated random variable. For brevity, we also call the corresponding sequence of random variables $X_n \sim F_n$ a chain of truncated distributions.
In this manuscript, we limit our scope to chains of truncated distributions \( \{X_n\} \) with parameter \( \alpha > 0 \) defined as follows. Put

\[ X_0 \sim U_\alpha(0, 1) \quad \text{and} \quad X_{n+1} \sim U_\alpha(0, X_n) \quad \text{for} \quad n = 0, 1, 2, \ldots, \]

where \( X \sim U_\alpha(0, b) \), for \( b > 0 \), if its probability density function is

\[
f_X(x) = \begin{cases} \frac{\alpha x^{\alpha-1}}{b^\alpha} & \text{if } 0 \leq x \leq b, \\ 0 & \text{otherwise.} \end{cases}
\]  
(1)

Observe that \( X \sim U_\alpha(0, b) \) means exactly that \( X/b \) follows the Beta distribution \([7]\) with parameters \( \alpha \) and 1.

The following lemma is used in deriving the explicit formulas of the probability density functions of \( X_n \)'s stated in Theorem 2.

**Lemma 1.** Let \( X \) be a continuous random variable with density \( f_X \) supported on \([0, 1]\) and \( X' \sim U_\alpha(0, X) \). Then

\[
f_{X'}(x) = \alpha x^{\alpha-1} \int_x^1 \frac{1}{t^\alpha} f_X(t) \, dt \quad \text{for } x \in [0, 1], \quad \text{and} \quad f_{X'}(x) = 0, \quad \text{elsewhere.}
\]

**Proof.** Observe that for \( x \in [0, 1] \) if \( t < x \), then \( P(X' \leq x \mid X = t) = 1 \) and if \( x \leq t \leq 1 \), then

\[
P(X' \leq x \mid X = t) = \int_0^x f_{X'}(s) \, ds = \int_0^x \alpha s^{\alpha-1} t^\alpha \, ds = \frac{x^\alpha}{t^\alpha}.
\]

By the observation, the distribution function of \( X' \) is

\[
F_{X'}(x) = \int_0^1 P(X' \leq x \mid X = t) \, dF_X(t) = \int_0^x 1 \, dF_X(t) + \int_x^1 P(X' \leq x \mid X = t) \, dF_X(t) = F_X(x) + x^\alpha \int_x^1 \frac{1}{t^\alpha} \, dF_X(t).
\]

Differentiating both sides using the Fundamental Theorem of Calculus yields the desired result. \( \square \)

As a consequence, we obtain the following result. Here, \( \ln \) denotes the natural logarithm and \( \log \) denotes \( \log_{10} \).
**Theorem 2.** Put $X_0 \sim U_\alpha(0,1)$ and $X_n \sim U_\alpha(0,X_{n-1})$ for $n \geq 1$. Then the probability density function $f_n$ of $X_n$, $n \geq 0$, is given by

$$f_n(x) = \begin{cases} \frac{\alpha^{n+1}}{n!} x^{\alpha-1} \left(\frac{1}{x}\right)^n & \text{if } 0 \leq x \leq 1, \\ 0, & \text{otherwise.} \end{cases}$$

**Proof.** This will be proved by induction on $n$. By assumption, the pdf of $X_0$ is $f_0$. We assume that $f_{X_n} = f_n$. By Lemma 1, for $0 \leq x \leq 1$,

$$f_{X_{n+1}}(x) = \frac{\alpha^{n+2} x^{\alpha-1}}{(n+1)!} \int_0^x \frac{1}{t} \left(\frac{1}{t}\right)^n \, dt = \frac{\alpha^{n+2} x^{\alpha-1}}{(n+1)!} \left(\frac{1}{x}\right)^{n+1} = f_{n+1}(x). \quad \square$$

Next, let $Y_n$ be the first digit of $X_n$. Recall that the first digit of a positive number $a$ is defined as $\left\lfloor a \frac{10}{\log 10} \right\rfloor$. Then the distribution of $Y_n$ is given by

$$G_n(d) = P(Y_n = d) = \sum_{\ell=1}^\infty P\left(\frac{d}{10^\ell} \leq X_n < \frac{d+1}{10^\ell}\right)$$

$$= \sum_{\ell=1}^\infty \int_{d/10^\ell}^{(d+1)/10^\ell} \frac{\alpha^{n+1}}{n!} t^{\alpha-1} \left(\frac{1}{t}\right)^n \, dt,$$

where

$$d = 1, 2, \ldots, 9.$$ 

We will show that $\lim_{n \to \infty} G_n(d) = \log\left(\frac{d+1}{d}\right)$. Substituting $t$ by $s/10^\ell$ and applying Tonelli’s theorem, we have

$$G_n(d) = \int_d^{d+1} h_n(s) \, ds \quad \text{where} \quad h_n(s) = \sum_{\ell=1}^\infty \frac{\alpha^{n+1+s-1} (\ell \ln 10 - \ln s)^n}{10^{\alpha\ell n!}}. \quad (2)$$

In order to compute the limit of $G_n$, the following Lemmas will be helpful.

**Lemma 3.** For a positive real number $\alpha$ and a positive integer $n$,

$$\sum_{\ell=1}^\infty \frac{(\alpha\ell \ln 10)^n}{10^{\alpha\ell n!}} \leq \frac{1}{\alpha \ln 10} + 1.$$ 

**Proof.** Put $K = \alpha \ln 10$ and write $g(x) = \frac{(Kx)^n}{e^{Kx} x^n}$ for $x \geq 0$. Its derivative, $g'(x) = \frac{K^n (n-Kx)x^{n-1}}{e^{Kx} x^n}$ for $x > 0$, vanishes if and only if $x = \frac{n}{K}$. Moreover, $g$ is increasing if $0 \leq x \leq \frac{n}{K}$ and decreasing if $x \geq \frac{n}{K}$.
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With \( I_n = \left[ \frac{n}{K}, \frac{n}{K} + 1 \right] \), the integral of \( g \) on \( [0, \infty) \) \( \setminus I_n \) is bounded below by the integral of step functions \( g_n \) defined on \( [0, \infty) \) \( \setminus I_n \) by \( g_n(x) = g(\ell) \) if \( \ell \leq x < \ell + 1 \leq \frac{n}{K} \) and \( g_n(x) = g(\ell + 1) \) if \( \frac{n}{K} + 1 \leq \ell < x \leq \ell + 1 \). Hence,

\[
\sum_{\ell=1}^{\infty} \left( K \ell \right)^n e^{K \ell} n! \leq \int_{0}^{\infty} \frac{K x^n}{e^{K x} n!} \, dx + g\left( \frac{n}{K} \right) \leq \frac{\Gamma(n+1)}{n! \cdot K} + \frac{n^n}{e^n n!}.
\]

Finally, by Stirling’s formula (see [6, p.17]),

\[
\sum_{\ell=1}^{\infty} \frac{(\alpha \ell \ln 10)^n}{10^{\alpha \ell} n!} \leq \frac{1}{K} + \frac{1}{\sqrt{2\pi n}} \leq \frac{1}{\alpha \ln 10} + 1. \quad \square
\]

**Lemma 4 ([5, Corollary 4]).** The Lerch transcendent \( \Phi(\lambda, m, z) = \sum_{k=0}^{\infty} \frac{\lambda^k}{(k+z)^m} \) is considered as a function of the complex variable \( z \), with \( \lambda \) and \( m \) as real-valued parameters. Then, for \( 0 < \lambda < 1 \),

\[
\lim_{m \to -\infty} \frac{(- \log \lambda)^{1-m} \Phi(\lambda, m, z)}{\Gamma(1-m)} = \lambda^{-z}
\]

uniformly for \( z \) on compact subsets of \( \mathbb{C} \).

**Theorem 5.** Put \( \alpha > 0 \), \( X_0 \sim U_\alpha(0, 1) \) and \( X_n \sim U_\alpha(0, X_{n-1}) \) for \( n \geq 1 \). Let \( G_n \) be the distribution of the first digit of \( X_n \) and \( h_n \) be defined as in (2).

Then, for \( s \in [1, 10) \),

\[
\lim_{n \to \infty} h_n(s) = \frac{1}{s \ln(10)}
\]

and, consequently,

\[
\lim_{n \to \infty} G_n(d) = \log \left( \frac{d+1}{d} \right).
\]

That is, \( Y_n \) converges in distribution to Benford’s law.

**Proof.** By Lemma 3, \( h_n \) is bounded on \( [1, 10) \):

\[
\sum_{\ell=1}^{\infty} \alpha^{n+1} \frac{10^{n-1}(\ell \ln 10)^n}{10^{\alpha \ell} n!} \leq 10^{-\alpha-1} \left( \frac{1}{\ln 10} + \alpha \right).
\]

Thus,

\[
\lim_{n \to \infty} \int_{d}^{d+1} h_n(s) \, ds = \int_{d}^{d+1} \lim_{n \to \infty} h_n(s) \, ds
\]

by the dominated convergence theorem [1]. It is straightforward to verify that

\[
h_n(s) = \frac{(\alpha \ln 10)^{n+1} s^{\alpha-1}}{n! \ln 10} \left[ \Phi(10^{-\alpha}, -n, -\log s) - (- \log s)^n \right].
\]
Applying an asymptotic approximation of $\Phi$ (Lemma 4)
\[
\lim_{n \to \infty} \frac{(\alpha \ln 10)^{n+1}}{n!} \Phi(10^{-\alpha}, -n, -\log s) = s^{-\alpha}.
\]
The remaining term goes to zero as $\lim_{n \to \infty} \frac{x^n}{n!} = 0$ for all $x$. Therefore, $h_n(s)$ converges to $\frac{1}{s \ln 10}$. \qed
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